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# An Elastic Display Method for Visualizing and Navigating a Large Quantity of Alarms in a Control Room of a Nuclear Power Plant 
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#### Abstract

In a conventional control room of a Nuclear Power Plant, a great number of tiled alarms are generated especially under a plant upset condition. As its conventional control room evolves into an advanced one, an annunciator-based tile display for an alarm status is required to be removed and replaced by a computer-based tile display. Where this happens, it becomes a bothering task for plant operators to navigate and acknowledge tiled alarm information, because it places an additional burden on them. In this paper, a display method, Elastic Tile Display, was proposed, which can be used to visualize and navigate effectively a large quantity of tiled alarms. We expect the method to help operators navigate alarms with a little cost of their attention


 resources and acknowledge them in a timely manner.
## I. Introduction

In the control room of an NPP(nuclear power plant), an alarm system is one of the primary means which provides the operating personnel with status information of the process abnormalities and failures. According to [1], it should be designed (a)to alert the operators to off-normal conditions which require them to take actions, (b)to guide the operators, to the extent possible, to the appropriate response, (c)to assist the operators in determining and maintaining an awareness of the state of the plant and its systems or functions, and (d)to minimize distraction and unnecessary workload placed on the operators by the alarm systems.

The alarm information is presented to the plant personnel in a various ways of a display format. While the annunciatorbased tile display is a main format for the alarm information in the conventional control room, a computer-based tile display, message list display, and integration display are additional or dominant formats in a hybrid control room or the advanced one.

## Annunciator-based Tile Display

Fig. 1 shows a typical type of the annunciator-based tile display for the alarm information installed in the upper section of the control panel. The annunciator-based alarm system is usually found in the conventional or hybrid control room of an NPP. This type of display presents alarms in a spatially dedicated position. The spatially dedicated alarms are continuously visible whether in an alarmed or cleared state.
The annunciator-based tile display has been generally found to be superior to the other two types of displays during plant
upset conditions of which a great number of alarms are generated [2]. It allows the plant operating personnel a rapid detection and pattern recognition, because the operator can access alarm information in parallel via the display. Also it does not put additional burden on the plant personnel caused by secondary tasks like navigating numerous pages.
The disadvantage of using the spatially dedicated alarm is that the operators usually have difficulties finding the alarm contents because of its limited space for the alarm message.


Fig. 1. Typical control panel with the annunciator-based alarm display in the conventional control room.

## Computer-based Message List Display

Fig. 2 shows an example of a computer-based message list display for alarm information. In this type of display, alarms are not presented in a spatially dedicated position as they are usually presented according to some logic such as time or priority. It often presents many different alarms via the same display device in contrast with an annunciator-based tile display where a given location presents only one alarm. A scrolling display is required to acknowledge the hidden alarms.
The major advantage of the computer-based message list display is the flexibility to present the many attributes of alarm information[2]. It can provide the plant operators with more descriptive alarm messages in contrast with a tile display. Also it can provide them with the higher priority alarms prior to the lower priority ones.
The disadvantages of the message list display are generally from the limited viewing area on the VDUs. This type of
display format is usually considered as creating difficulties of acknowledging the hidden alarms for the plant operators especially in high density alarm conditions. And operators typically prefer to use SDCV (spatially dedicated and continuously visible) displays in these conditions.


Fig. 2. An example of the computer-based message list display.

Computer-based Integration Display
Fig. 3 shows an example of a computer-based integration display with a process mimic diagram for presenting alarm information. In this type of display, the operators can access alarm information and plant process variables simultaneously without any additional VDUs dedicated to an alarm system.
Despite the operators preference for the computer-based integration display that integrates alarm and process information in a display, there are two problems associated with the computer-based integration display for an alarm system [3]. There are usually several hundreds of display pages for the process information. In this type of display, the operators have to navigate many pages to acknowledge newly generated alarms. When he/she moves to the next page to acknowledge new alarm, he/she should remember the alarms he has already acknowledged.


Fig. 3. An example of a computer-based integration display.

## Purpose of the Study

In contrast with the conventional type of a control room shown in Fig. 1, the advanced control room is expected to be some form of the one shown in Fig. 4. As shown in Fig. 4, it is expected that the advanced control room consists of VDUbased interfaces mainly, and the conventional annunciatorbased tile display will be removed and replaced by the computer-based alarm display system.
But as discussed in the previous section, the conventional annunciator-based tile display has several advantages of a good human performance such as a rapid detection and pattern recognition. So its predominant features should be incorporated into the computer-based tile display in the advanced control room.


Fig. 4. Typical type of advanced control room of a complex process plant.

This paper presents a new method to be used when the annunciator-based tile display for alarm information is implemented into the computer-based tile display. It was motivated from the work that E. Kandogan and B. Shneiderman had done [4].
The next section provides some requirements which are the basis for the ETD(elastic tile display) we proposed in this paper, followed by a brief description of the ETD. Next, the further studies to verify its impact on a human performance by an experiment will be described.

## II. REQUIREMENTS

When we incorporate the alarm information of the annunciator-based tile display into the computer-based tile display, we have to consider the key advantages of the annunciator-based tile display on a human performance such as a rapid detection and pattern recognition. To maximize these advantages, the following requirements should be established.

The method of a computer-based tile display method should be assured so that only one display page accommodates all the alarms to take advantage of a pattern recognition.

It is a very troublesome task for operators to navigate alarm information on a VDU-based user interface to find out what's really going on the plant. Management and navigation of the displays can impose a significant additional burden on the operator which are not related to the primary task of monitoring and controlling the plant [2].

The navigating task of the display method should be done with a small amount of attention to help the operators do the primary task of monitoring and controlling the plant.

When we implement or design the computer-based tiled alarm system, it should satisfy the guidelines or standards on the density of alarm information. The following requirement described in [5] should be satisfied to make a tile matrix.

The alarm tile display of the method should contain a maximum of 50 alarms.

## III. Elastic tile display

In the previous section, we established three key requirements that the method of the computer-based tile display should meet. Based on these requirements, the computer-based alarm display method, ETD, was designed, which can be used to visualize and navigate effectively lots of tiled alarm information (see Fig. 5). It was motivated from the work that E. Kandogan and B. Shneiderman had done [4]. They proposed a rapid window management method called Elastic Windows.

The Elastic Windows is based on three principles: hierarchical window organization, space-filling tiled layout, and multi-window operations. The animating characteristics of ETD are similar to Elastic Windows. But the purpose of an application is quite different from each other. The way of navigating the tiled alarm information is illustrated in Fig. 5.

## IV. FURTHER WORKS

In this paper, we established the key requirements to implement tiled alarm information onto the VDU-based user interface. Based on these requirements, a display method, ETD, was proposed. We expect that the ETD is better than the independent overlapped tile display shown in Fig. 6. It is constructed in a hierarchical manner which has several display levels from a system to a component. It will be the base line for a comparison experiment.

The experiment will be set to validate the following hypotheses.

Elastic Tile Display a yields faster performance than an independent overlapped tile display for an alarm acknowledgement task.

Elastic Tile Display yields a faster performance than an independent overlapped tile display for a situation awareness task.


Fig. 5. Elastic Tile Display: an effective technique of visualizing and navigating many tiled alarm information.


Fig. 6. An independent overlapped tile display.
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#### Abstract

EAI issue is constantly a significant aspect of enterprise computing area. Furthermore, recent advances in Web Service and integration sever provide a promising pushing to EAI issues. However, few investigations have focused on a general view of EAI technologies and solutions. To provide a clear perspective about EAI, a technology framework-ABCMP is presented in this paper. ABCMP attempts to describe the structure of diverse EAI technologies, which allows a general comprehension of the EAI issue. Moreover, process topic about ABCMP is also discussed to provide a wider vision of the technology framework.
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## I. INTRODUCTION

With the emergence of a growing number of enterprise applications, there has been an increasingly focus on EAI (enterprise application integration) concepts and technologies. By reducing time consumed in transferring data between existing information systems, EAI provides real time business processing ability to a company and greatly promotes its efficiency. As EAI develops, the vast emerging technologies for EAI create a lot of complexity to the EAI knowledge system as well as successful solutions to several cases. Also the combination of a series of problems and individual requirements from different organizations and trading communities ask for a number of different solutions. However, although approaches to application integration vary considerably, it is possible to create some general categories, which include information-oriented, business process integration-oriented, service-oriented and Portal-oriented integration. [1]

Information-oriented integration refers to the integrations accomplished through databases, which means that databases or information-producing APIs are the main channels for integration. Information-oriented integration includes three categories: data replication, data federation and information and interface processing. [1] Information-oriented integration is a relatively straightforward and explicable EAI approach which widely adopted in EAI cases, especially the earlier ones. However, its deficiencies in maintainability and business logic describing ability make it less popular recent years. Technologies supporting this kind of integration include ADO, JDBC, EJB, and ORM, which often provides a series of drivers for accessing different kinds of databases. Information-oriented integration related business entities are mainly business data and their interrelationships.

Business process integration-oriented products lay a set of
easily defined and centrally managed processes on top of existing sets of processes contained within a set of enterprise applications. [1] Earlier business process integration products are message queue servers which link a number of applications through message queues. By increasingly combined to the business domain and supports from the workflow technology, business process integration products are becoming more related to the business processes in organizations, and consequently allow it to be more directly designed and maintained [11]. Business process integration is increasingly adopted through a growing number of supporting products, such as WBI of IBM and Biztalk of Microsoft.
Service oriented application integration allows applications to share common business logic methods. This type of integration is supported by remote method and remote object technologies, such as DCOM and web service. Among these technologies, Web service is the most prevailing for its widely accepted standards, which lead to an excellent ability of crossing platforms. Unlike information oriented integration, service oriented integration requires some changes to the existing applications, which demands a greater investment and process.
Portal oriented integration is a specific integration approach aimed at the integration of user interface, which closely related to the $\mathrm{B} / \mathrm{S}$ structure and Portal server. Even it is very different from the other three kinds of integration which directly connect applications, it is really suit for some situations such as enterprise portal site and B2B exchange. [13] Many companies are providing their Portal server products, which generate a series of open standards such as portlet.
Moreover, the widely spreading trend of web service in recent years has greatly influenced the EAI approaches. Firstly, the commonly supported SOAP and WSDL protocol provide basic connectivity, which are open standards and have the ability of platform independent. [5] Besides, the UDDI protocol supports the publishing service for web services. SOA and Service Bus are presented for an entire architecture for integration. [3][4] Also, WS-T, WS-C, WSPR and many other open standards are provided for Web Service, which launches a strong impact to service oriented integration. Web Service-based solutions tend to be broke down into a series of small and low-risk steps towards a more legible process. With a growing amount of software supporting these standards above, service-oriented integration is being more and more widely adopted.
At the same time, the application integration server emerged as another trend in EAI technology domain. Many companies have developed their own integration server, such as WBI from IBM and Weblogic Integration from BEA. These integration
servers provide a series of solutions for EAI in addition to several common integration functions and services. For example, most of them provide the Business Process Integration-oriented solution, and offer a message server and a workflow server supporting it. Portal-Oriented integration solution and Portal server are also supported by most of the integration severs. Combined with developing environment, EAI applications based on integration server could be developed with great ease.

In this paper an EAI technology framework-ABCMP is presented to provide a global view of these various technologies in diverse areas of EAI. Besides, some relevant processes and features are discussed in detail.
The paper is organized as follows. In Section 2, related literature is presented Section 3 introduces the ABCMP technology framework, including a detail description. Section 4 presents a common feature analysis of the ABCMP. Section 5 discusses important processes of the framework. In Section 6, we present a sample application based on ABCMP and an analysis. In Section 7, the conclusion of this paper is presented.

## II. Related Literature

Many frameworks and architectures have been proposed to support the development of various types of EAI applications. In this paper, we argue that although existing frameworks are useful for certain cases of EAI applications, they have often ignored establishing a global view of EAI issues and technologies, which is especially valuable for designing complex solutions needing the combination of different integration technologies.
Many previous researches are centered on special categories or even specific products. In [15], an architecture for dynamic data source integration is proposed, which is useful for information oriented integration. Nevertheless, it is incompatible with combined integrations requiring both information and service connectivity. In [14], the integration framework provided by BEA, which is closely related to the Weblogic Integration, provides solutions for data integration and application integration. However, it does not describe relationship between these solutions and how to combine them together when necessary. In [7], many more models, which are useful for solving certain problems of EAI, are described and classified.

The UML profile for Enterprise Distributed Object Computing (EDOC) and the UML profile for EAI try to provide a comprehensive view of the EAI issues. [8] They successfully describe most concepts in the EAI domain through the object oriented way. On the other hand, a clear and distinctive description of the relationships of these concepts and technologies is not presented, which is very critical for a universal view of EAI.

Denver Robert presents the adaptive EAI framework, which has a fine structure and can adapt most existing technologies well. [6] The framework organizes many EAI elements in a
layered way and generates a comprehensive view which includes many technologies. However, its software architecture is not flexible enough and other EAI services are not considered.

All these EAI models, architecture and frameworks provide meaningful description of many aspects of EAI, which makes the foundation of our research. In this paper, we try to presents an EAI technology framework which organize elements in previous researches and provides a global view of EAI technologies.

## III. ABCMP - An Technology Framework of EAI

## A. Basic elements in EAI

EAI is a strategy approach that connects internal information systems of an enterprise. EAI refers to the existing applications that being integrated and an EAI application connecting these systems. Basic elements in EAI are showed in the figure below.


Fig. 1. Basic elements in EAI
As the figure shows above, there are four parts of an EAI application: business data and method (the overlapping area of EAI application and integrated applications), EAI method, EAI control and EAI basic support. Firstly, Business data and method refers to several business data and method in existing applications which need to interact with other applications. Secondly, EAI method refers to the new developed methods used to connect these business data and method which comes from different applications of different platforms. Thirdly, EAI control refers to the part which controls the invocation of EAI methods and business methods. The EAI control part drives the static methods to an EAI application. Furthermore, EAI basic support part includes several basic supporting components in EAI runtime environment, such as security and transaction, which are critical for a strong and effect integration.
Figure 1 depicts a number of necessary basic elements in EAI. An EAI technology framework ABCMP is presented below, which describes the relationships between these elements and technologies related to these elements.

## B. ABCMP- An EAI Technology Framework

Various technologies are adopted for basic elements in EAI, which add complexity to the EAI solutions. We present the ABCMP, an EAI technology framework, to depict the structure of these technologies and bring a comprehensive view to the EAI solutions. The structure of ABCMP is showed in the following figure.


ABCMP depicts EAI in five aspects: physics, method, control, software architecture and basic support. The major code part of the application appear in three layers: the Physic layer depicts the physic platforms and connections for existing application; the Method layer depicts the business method and data in existing applications and the integration application; the Control layer is responsible for organizing elements in model layer to an application. The Software Architecture part describes how to select different elements in the three layers to form an integration application. There is also the Basic Support part offering basic supports to the EAI environment. Technologies used for each part are given in detail as follows.

Physics: The Physics layer depicts the platforms and protocols used by applications which need to be integrated. Back Applications, such as ERP (Enterprise resource plan), PDM (Product data relationship management), MES(Manufacture execution system), are among the major applications which need to be integrated. Usually, these applications are strictly tied to important departments of a company and are now required to be integrated with each other. Legacy Applications is another kind of applications needing integration. These applications usually run on mainframes such as IBM OS/390. Therefore, they can not be easily replaced, and need to be integrated with new applications to form more automated and wider area processes. Database is also a key source for integrated applications, which are used in almost every enterprise applications in recent years, among them there are Oracle, DB2, Sybase and SQL Sever. In addition, there are
lots of protocols maintaining the connections between these existing applications and databases, most of them are open standards and are supported by most companies.

Method: The Method part consists of business data, business method and EAI method. Business data are mainly stored in databases, which can be accessed via several technologies, such as JDBC, ADO, Stored Procedure, ORM tools. However, most of these technologies are closely related to specific platforms. Business method wraps the behavior of business. Technologies supporting business method are developing rapidly, from RMI to EJB, from DCOM to Web Service. Besides existing business data and method, EAI method is one important part of Model layer. EAI method includes accessing to existing business data and method, and its own business logic. EAI methods are often local methods written in languages such as Java, C and C\#.

Control: The control layer is mainly used for the driving and organization of Model layer. There are three major styles of control: the message style control, the service bus style control and the GUI style control. The message style control is usually driven by a Message Queue Sever or Workflow Engine. In this style, the invocation of EAI method is controlled by the Workflow process and the method is invoked when message arrives. MQ, WBI, Web Logic Integration are some famous software supporting this kind of control. Service bus style control is based on the SOA. EAI method and business method are wrapped to web service and exposed on service bus, while other applications control these services through the service bus. The major standards used in this style are UDDI, WSDL and WS-I. Moreover, there are also some implementations for Service Bus. GUI style control is a more common and simple style of control. By developing GUI, user can control the integration application by interacting with GUI, in which the invocation of EAI method is caused by operation in user interface. Also, a lot of technologies can be used for GUI developing, such as JSP, Swing, and SWT.

Software Architecture: The software architecture part depicts the structure of the application, or in another word, the structure of the Physic, Model and Control layer. Although it is the only part in the technology framework which refers to little technology, it is still essential for the framework for it depicts the structure of the units from other parts. Since there are several software architecture styles for common applications, software architecture styles for EAI applications vary accordingly. [2] Event based style is frequently used in message style control system, in which message producer and message subscriber are largely separated. Repository style is combined with database centered applications, in which distributed application is integrated by interacting with the same database. There are also many other software architecture style in EAI applications, such as Layered and Client-Server. Also the combinations of several software architecture styles are common in complex EAI applications.

Basic Support: The Basic Support part consists of common functions and services needed for EAI. Transaction is one important basic support, which is usually associated with several distributed systems in EAI environment. MTS and JTS are major technologies used for transaction support in EAI. Security is also an important basic support, especially in some applications for key departments. SSO is a major technology supporting EAI security, which connects the security systems in distributed applications. Event $\log$ and error handler are some other basic supports, and $\log 4 \mathrm{j}$ is one developing tool supporting it.

As described above, most technologies related to EAI can be classified according to the framework. Consequently, a clear structure of the EAI application is formed, which is helpful for designing the EAI application. How to adopt EAI based on ABCMP is discussed in detail in Section 5.

## IV. Common Features of ABCMP

Each part of ABCMP refers to a number of similar technologies, which have some common features behind the variety of technologies. Some of these common features are more closely related to business domain, which helps providing a profound view of solutions. Major common features are displayed in the figure below.


Fig. 3. Common features of ABCMP
As the figure shows, business data part is mainly responsible for describing, storing and accessing business data in EAI. In systems using database for storing, table and other concept are used for describing data, and JDBC and other technologies are used for storing and accessing data. The commonness of business data can be described by Persistent Object, Field, Reference and other elements. As to database, based on the ORM technologies, Persistent Object can be compatible with RDBMS and OODBMS. As to the file system and other storing mode, business data can also be easily described as Persistent Object. By using object-oriented concepts as Persistent Object, one can manipulate business data more concisely, and make
semantic features more consistent with business domain.
Business method and EAI method are mainly in charge of offering of business functions. RMI, EJB and other technologies expose business functions through remote call or objects, making them available for other systems. This common feature can be depicted by a number of relevant concepts, such as Service Repository, Service and Service Object. These concepts can well describe different kinds of business method and EAI method, despite that they are implemented by different technologies such as RMI or EJB.

Message style control part adopts message and workflow technologies. Among these technologies, every transaction step is activated by some specific message. These specific messages are raised by application when using message server, and are also generated by workflow engine according to transaction results and predefined rules with workflow engine. The common features in this part can be described by concepts as Process and Process Step. Every transaction in workflow process is a Process Step, which is the same with every invocation caused by a specific message in a message queue.

Basic supports can be described by Session, Transaction, Security Name Service and Log. Session maintains status and data in one session between different applications. Transaction maintains transactions related to EAI method, business method and business data. Security depicts security mechanism in EAI applications. All these basic supports have different implementation technologies on different platforms.

There are also some common features in other parts of the technology framework. In SOA style control part, Web Service can be used to depict composition parts. Meanwhile, in GUI style control part, technologies can be sorted to three kinds: B/S, $\mathrm{C} / \mathrm{S}$ and common application. In addition, applications in physics part can be categorized into back application, legacy application and database. Moreover, in software architecture part, software architecture for different EAI application can be classified through different styles.

Most of these common features can be used to simplify the design task. After mapping the existing technologies to the ABCMP, business entities besides the technologies can be described through these common features and differences among the technologies are diminished. The processes guide in Section 4 will describe how to develop EAI applications based on ABCMP and its common features.

## V. ABCMP Related Processes

To efficiently develop applications based on ABCMP, some important processes should be followed. These processes could be executed one by one or by iteration, according to specific process model.

Technology analysis and software architecture definition. The first important step is to define the software architecture based on technologies analysis according to ABCMP. By mapping the technologies used by applications which need to be integrated to ABCMP, a clear structure of the application could be formed. Based on this structure, some software
architecture styles can be utilized to design the software architecture of the EAI application. For example, it is recommended to utilize repository style when most applications are based on database. Moreover, the software architecture part of ABCMP should be basically defined in this process. Also, the control style should be decided as part of the software architecture. Besides, modules and connections between modules should be preliminarily defined in this process.

Business analysis and business data and service definition. In this process, business data and method in method part should be defined. By analyzing business logic in existing applications, business data and method which are related to the integration should be recognized and defined. The recognition and definition of these business entities can be done according to common features in the Method part. Clear understanding of existing business logic and integration requirement is demanded in this process

EAI method definition and development. After defining the existing business data and service, definition of EAI methods used for manipulating them is also consequential. These EAI methods are closely related to the integration requirements. A clear definition of EAI methods is productivity for further development and test. After this process, the method part of ABCMP will be fully developed.

Control part definition and development. After defining and developing the method layer, the control part should be developed accordingly. While the control style has been defined in software architecture, only specific design and development are required in this process. For example of using message style control, the work of this process is to define processes in GUI develop environment.

These processes are well suited for modern iterated software process models such as Agile Modeling, XP programming, and RUP. However, it is recommended that the first process be executed earlier than the other three processes. For instance of executing these processes in RUP, it is recommended that the first process be completed in the Inception phase; the second process be mainly executed during the inception and elaboration phases; and the last two processes be mainly executed during the elaboration and construction phases.

## VI. Sample Application and Analysis

## A. Sample Application.

In this section, a sample application based on ABCMP is described. The requirement is an EAI application which needs integrate an existing ERP system based on Oracle database, an OA system based on Domino and an Enterprise Portal running on WBI. Processes for developing the application based on ABCMP are as follow:

Technology analysis and software architecture
definition: By analyzing and mapping the existing technologies, event-based style based software architecture is selected. The reason is that most existing technologies are based on process. Based on the event-based style, the software architecture is basically defined, which is presented in Figure 4.

Business analysis and business data and service definition: By analyzing existing business logic, several business entities are defined. There are business data entities such as Product, Order Form Contract, Customer, and so on. Also, existing service are recognized: Product Subscribe, Product Deliver, Contract and many other services that have relationship with integration.

EAI method definition and development: After investigating integration requirements, EAI methods are defined, such as Product Add method to add product produce plan when a contract is signed, Product Deliver Notification method to notify that products are ready and customer should be contacted for receiving products.

Control part definition and development: For message style control is selected and WBI platform is used for EAI application, the development of control part is to define processes in WSAD platform. The GUI for deploying applications and monitoring running process are already provided by WBI platform, so the control part development is very simple here.

The security and transaction support is also provided by WBI platform. There is SSO support that can be used to access Domino and Oracle. There is also Transaction support that provided by WebSphere, which can be interacted through JTA interface.


From the development of the sample application, we can see that developing EAI application based on the ABCMP is a well-organized process. By separating the tasks and processes according to the model, the development is free from complex existing technologies, so more energy could be concentrated on the business logic analysis and definition.

## B. Analysis

An analysis of the solutions based on the ABCMP is presented in this section. The analysis is based on the
integration requirements factors presented by Themistocleous [10], such as maturity and security. Major properties enhanced by adopting ABCMP are as follow:

Maintainability: Maintainability is a critical property of software system, referring to the capability of software to allow changes without infecting the other parts of the application. Regarding the EAI, major changes come from two aspects: changes in business domain and changes of integrating new systems. As to the changes in the business domain, mainly referring to the changes in business data and method, ABCMP can satisfy it well. In regard to the adding of systems, new systems are compatible with ABCMP in most situations, which makes the integration simple and cause little change to the existing parts.

Complexity: Complexity refers to the complexity of the EAI solution. A complex solution will bring too many difficulties in implementation. ABCMP provide a reasonable partition for the solution, which brings a clear structure to the application and greatly reduces the complexity.

Non-Invasive: Non-Invasive shows the changes to the existing systems. An excellent EAI solution should try to avoid changes to existing systems. Applications based on ABCMP access existing business data and method through mature technologies, not referring to the alteration of existing applications.
Security: Security is one of the basic supports in ABCMP, including mainly SSO and log mechanisms. Security systems in applications are connected through these security supports, and provide functions as access control, integrity, usability and non-repudiation. Many security supports can be added into applications based on ABCMP.

Transaction: Transaction is another basic support in ABCMP. By connecting distributed transaction through a distributed manager, a sound support for transactions is provided. Through ABCMP, transaction support can be easily considered and adopted.

## VII. Conclusion

This paper presents an EAI technology framework- ABCMP, trying to describe the structure of EAI technologies. ABCMP is useful for clarifying and analyzing EAI, which contributes a lot to design decisions. Furthermore, this paper discusses some other relevant issues about ABCMP , including common features and process guiding of ABCMP. The analyzing of these issues helps solving possible problems of ABCMP, which makes the basic of ABCMP more stable.

In the further research of EAI, apart from advances on individual technologies, we will work on an improved knowledge structure. As EAI matures, better technology and technology framework will be provided, and more automated design tools and platforms based on them will be produced. Moreover, process and management related knowledge will also increase. All these improvements will finally drive EAI to produce significant benefits to enterprise by a small investment.
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#### Abstract

Most researches concerning real-time system scheduling assumes scheduling constraint to be precise. However, in real world scheduling is a decision making process which involves vague constraints and uncertain data. Fuzzy constraints are particularly well suited for dealing with imprecise data. This paper proposes a fuzzy scheduling approach to real-time system scheduling in which the scheduling parameters are treated as fuzzy variables. A simulation is also performed and the results are compared with both EDF and LLF scheduling algorithms. The latter two algorithms are the most commonly used algorithms for scheduling real-time processes. It is concluded that the proposed fuzzy approach is very promising and it has the potential to be considered for future research.
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## I. Introduction

Real-time systems are vital to industrialized infrastructure such as command and control, process control, flight control, space shuttle avionics, air traffic control systems and also mission critical computations [1, 3]. In all cases, time has an essential role and having the right answer too late is as bad as not having it at all.
In the literature, these systems have been defined as: "systems in which the correctness of the system depends not only on the logical results of computation, but also on the time at which the results are produced" [1]. Such a system must react to the requests within a fixed amount of time which is called deadline
In general, real-time systems can be categorized into two important groups: hard real-time systems and soft realtime systems. In hard real-time systems, meeting all deadlines is obligatory, while in soft real-time systems missing some deadlines is tolerable.
In both cases, when a new task arrives, the scheduler is to schedule it in such a way that guaranties the deadline to be met. As stated in [1] scheduling involves allocation of
resources and time to tasks in such a way that certain performance requirements are met.
These tasks can be classified as periodic or aperiodic. A periodic task is a kind of task that occurs at regular intervals, and aperiodic task occurs unpredictably. The length of the time interval between the arrivals of two consecutive requests in a periodic task is called period.
Another aspect of scheduling theory is to decide whether the currently executing task should be allowed to continue or it has had enough CPU time for the moment and should be suspended. A preemptive scheduler can suspend the execution of current executing request in favor of a higher priority request. However, a nonpreemptive scheduler executes the currently running task to completion before selecting another request to be executed. A major problem that arises in preemptive systems is the context switching overhead. The higher number of preemptions a system has, the more context switching needed [5].
There are a plenty of real-time scheduling algorithms that are proposed in the literature. Each of these algorithms bases its decision on certain parameter while attempting to schedule tasks to satisfy their time requirements. Some algorithms use parameters that are determined statically such as the Rate Monotonic algorithm that uses the request interval of each task as its priority [7, 15]. Others use parameters that are calculated at run time. Laxity and deadline are among those parameters that are the most considered. Laxity says the task execution must begin within a certain amount of time while deadline implies the time instant at which its execution must be completed [2]. In the following, there are descriptions of two famous algorithms which are commonly used in real-time systems and are proved to be optimal for uniprocessor systems when the system load factor is less than one. System load factor is defined as follow:

$$
\mathrm{L}=\sum_{i=1}^{n} \frac{e_{i}}{r_{i}}
$$

Earliest Deadline First (EDF) is a dynamic algorithm that does not require processes to be periodic. Whenever a process needs the CPU time, it announces its presence and its deadline. This algorithm keeps a list of running
processes that is sorted on deadlines. It always runs the first process on the list that is, the one with the closest deadline. When a new process becomes ready, the algorithm first checks its deadline. If this deadline occurs before the currently running process, then the algorithm preempts the current one and starts the new process.
The Least-Laxity-First (LLF) scheduling algorithm assigns higher priority to a task with the least laxity. The algorithm, however, is impractical to implement because laxity tie results in the frequent context switches among the tasks [4].
Static scheduling works perfect when there is enough information in advance about what has to be done, but dynamic scheduling does not have this restriction. Although, the dynamic algorithms focus on timing constraints but there are other implicit constraints in the environment, such as uncertainty and lack of complete knowledge about the environment, dynamicity in the world, bounded validity time of information and other resource constraints. In real world situations, it would often be more realistic to find viable compromises between these objectives. For many problems, it makes sense to partially satisfy objectives. The satisfaction degree can then be used as a parameter for making a decision. One especially straightforward method to achieve this is the modeling of these constraints through fuzzy constraints.
The scope of the paper is confined to scheduling of preemptive periodic tasks in soft real-time systems with fuzzy constraints. The rest of the paper is organized as follow. In section II the fuzzy inference system is discussed. Section III covers the proposed model and section IV contains the experimental results. Conclusion and future works are debated in Sections V.

## II. Fuzzy Inference System

Fuzzy logic is an extension of Boolean logic dealing with the concept of partial truth which denotes the extent to which a proposition is true. Whereas classical logic holds that everything can be expressed in binary terms ( 0 or 1 , black or white, yes or no), fuzzy logic replaces Boolean truth values with a degree of truth. Degree of truth is often employed to capture the imprecise modes of reasoning that play an essential role in the human ability to make decisions in an environment of uncertainty and imprecision.
Fuzzy Inference Systems (FIS) are conceptually very simple. They consist of an input, a processing, and an output stage. The input stage maps the inputs, such as deadline, execution time, and so on, to the appropriate membership functions and truth values. The processing stage invokes each appropriate rule and generates a corresponding result. It then combines the results. Finally, the output stage converts the combined result back into a specific output value [6].
The membership function of a fuzzy set corresponds to the indicator function of the classical sets. It is a curve
that defines how each point in the input space is mapped to a membership value or a degree of truth between 0 and 1. The most common shape of a membership function is triangular, although trapezoidal and bell curves are also used. The input space is sometimes referred to as the universe of discourse [6].
As discussed earlier, the processing stage which is called inference engine is based on a collection of logic rules in the form of IF-THEN statements where the IF part is called the "antecedent" and the THEN part is called the "consequent". Typical fuzzy inference systems have dozens of rules. These rules are stored in a knowledgebase. An example of a fuzzy IF-THEN rule is: IF laxity is critical then priority is very high, which laxity and priority are linguistics variables and critical and very high are linguistics terms. Each linguistic term corresponds to membership function.
An inference engine tries to process the given inputs and produce an output by consulting an existing knowledgebase. The five steps toward a fuzzy inference are as follows:

- Fuzzifying Inputs
- Applying Fuzzy Operators
- Applying Implication Methods
- Aggregating All Outputs
- Defuzzifying outputs

Bellow is a quick review of these steps but a detailed study is not in the scope of this paper.
Fuzzifying the inputs is the act of determining the degree to which they belong to each of the appropriate fuzzy sets via membership functions. Once the inputs have been fuzzified, the degree to which each part of the antecedent has been satisfied for each rule is known. If the antecedent of a given rule has more than one part, the fuzzy operator is applied to obtain one value that represents the result of the antecedent for that rule. The implication function then modifies that output fuzzy set to the degree specified by the antecedent. Since decisions are based on the testing of all of the rules in an FIS, the results from each rule must be combined in order to make a decision. Aggregation is the process by which the fuzzy sets that represent the outputs of each rule are combined into a single fuzzy set. The input for the defuzzification process is the aggregated output fuzzy set and the output is a single value. This can be summarized as follows: mapping input characteristics to input membership functions, input membership function to rules, rules to a set of output characteristics, output characteristics to output membership functions, and the output membership function to a single-valued output.
There are two common inference processes [6]. First is called Mamdani's fuzzy inference method proposed in 1975 by Ebrahim Mamdani [8] and the other is Takagi-Sugeno-Kang, or simply Sugeno, method of fuzzy inference Introduced in 1985 [9]. These two methods are the same in many respects, such as the procedure of fuzzifying the inputs and fuzzy operators.

The main difference between Mamdani and Sugeno is that the Sugeno output membership functions are either linear or constant but Mamdani's inference expects the output membership functions to be fuzzy sets.
Sugeno's method has three advantages. First it is computationally efficient, which is an essential benefit to real-time systems. Second, it works well with optimization and adaptive techniques. These adaptive techniques provide a method for the fuzzy modeling procedure to extract proper knowledge about a data set, in order to compute the membership function parameters that best allow the associated fuzzy inference system to track the given input/output data. However, in this paper we will not consider these techniques. The third, advantage of Sugeno type inference is that it is well-suited to mathematical analysis.

## III. The Proposed Model

The block diagram of our inference system is presented in Figure 1.


Fig.1. Inference system block diagram.
In the proposed model, the input stage consists of two linguistic variables. The first one is an external priority which is the priority assigned to the task from the outside world. This priority is static. One possible value can be the tasks interval, as rate monotonic algorithm does. For Figure 1, the other input variable is the laxity. This input can easily be replaced by deadline, wait time, or so on, for other scheduling algorithms. Each parameter may cause the system to react in a different way. The only thing that should be considered is that by changing the input variables the corresponding membership functions may be changed accordingly.
For the simulation purposes, as it is discussed later, two situations are recognized: First, by using laxity as a secondary parameter and, second, by replacing the laxity parameter with deadline. In fact, two algorithms are suggested: one with laxity as the second parameter. This algorithm is called MFLF ${ }^{1}$. The other algorithm is with deadline as the second parameter. This one is called MFDF ${ }^{2}$.

The input variables mapped into the fuzzy sets as illustrated in Figures 2 and 3


Fig.2. Fuzzy sets corresponding to external priority
The shape of the membership function for each linguistic term is determined by the expert. It is very difficult for the expert to adjust these membership functions in an optimal way. However, there are some techniques for adjusting membership functions [10, 13]. In this paper, we will not consider these techniques. They can be further studied in a separate paper.


Fig.3. Fuzzy sets corresponding to laxity
We have produced 23 rules for our proposed system. Some of these rules are mentioned here:

- If (EPriority is high) and (laxity is critical) then (Priority is very high)
- If (EPriority is normal) and (laxity is critical) then (Priority is high)
- If (EPriority is very low) and (laxity is critical) then (Priority is normal)

[^0]- If (EPriority is high) and (laxity is sufficient) then (Priority is normal)
- If (EPriority is very low) and (laxity is sufficient) then (Priority is very low)
In fuzzy inference systems, the number of rules has a direct effect on its time complexity. So, having fewer rules may result in a better system performance.


## The Proposed Algorithms

The MFLF algorithm is as follows:

## Loop

1. For each task T, feed its external priority and laxity into the inference engine. Consider the output of inference module as priority of task T .
2. Execute the task with highest priority until an scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (laxity, deadline, etc) End loop

The algorithm for the MFDF is similar to the MFLF with laxity replaced by deadline.

## IV. Experimental Results

The simulation consists of two parts. First, the system was examined for the case where the system load factor is less than one. Second, the system was observed in overloaded conditions. These divisions are suggested because, first, both EDF and LLF algorithms has been proved to be optimal in situations where the system load factor is less than one. The results of this phase shows whether or not the simulation is performed correctly. A correct simulation will reveal that there is no task misses for either of EDF and LLF algorithms. At the same time, it will show whether or not our algorithms perform as well as the EDF and LLF. Second, recall that soft real-time systems, as their definition implies, can tolerate some deadline misses. In real situations, there is no guarantee for soft real-time systems not to be overloaded. Evaluating systems in overloaded conditions is important in comparing the behavior of our scheduling algorithms with the existing EDF and LLF algorithms. As it was discussed earlier, LLF is impractical to implement so we decided to use a modified version of it that solves the problem of frequent context switches. This modified algorithm is fully discussed in reference [4] and is proved to be optimal.
To compare these algorithms, we need to automatically generate some sample systems. The system generation methods will be discussed later.
Performance metrics, which are used to compare different algorithms, must be carefully chosen to reflect the real characteristics of a system. These metrics are as follows.

Response time, which is defined as the amount of time a system takes to react to a given input, is one of the most important factors in most scheduling algorithms.
Number of missed deadlines is an influential metric in scheduling algorithms for soft real-time systems.
When task preemption is allowed, another prominent metric comes into existence and that is the number of preemptions. Each of preemptions requires the system to perform a context switching which is a time consuming action.
CPU utilization is also an important metric because the main goal of a scheduling algorithm is to assign and manage system resources so that a good utilization is achieved.
Yet another metric, which is considered in our study, is the number of missed deadlines from the class of highest priority tasks. This corresponds to the external priority being very high.

## A. Comparison in Non-overloaded Conditions

This comparison was mainly performed to show the correctness of the simulations. To do the evaluation, 2500 test cases with load factors less than one were generated. In each test case, the number of tasks and the corresponding execution time and request interval randomly generated.


Fig.4. Response time in non-overloaded conditions
For this simulation phase, the goal is to compare average response time. As Figure 4 states all four algorithms show approximately the same performance with respect to the response time. The results are exactly what we have expected. The average response time of the test cases is summarizes in Table 1.

| Table 1. Average Response time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| EDF | LLF | MFDF | MFLF |  |
| 8.728 | 8.966 | 8.762 | 8.958 |  |
|  |  |  |  |  |

## B. Comparison in Overloaded Conditions

Comparison parameters which are used here are average response time, number of tasks missing their deadlines, number of preemptions, and CPU utilization.
The simulation was done on 2500 test cases. These test cases were randomly generated. In each test case, the number of tasks and the corresponding execution time and request interval randomly generated. Also, each task has been assigned a priority according to the rate monotonic principle (tasks with shorter request interval are given higher priorities) [7].
As Figure 5 states, when the load factor is less than one, all the algorithms have the similar performance. However, when the system becomes overloaded, the response time of both EDF and LLF is much tardier than MFLF and MFDF.


Fig.5. Response time in overloaded conditions
Figure 6 states that for load factors less than one the number of misses is zero. This is because it has already been proved that any system with a load factor less than or equal to one runs safe under either of EDF and LLF.


Fig.6. Number of Misses
Fortunately, MFLF and MFDF perform as well as either of EDF and LLF. In this case, the number of misses is exactly zero for all four algorithms. Because in drawing
diagrams some curve fitting techniques is used, it seems that number of misses for algorithms when the load factor is a little bit less than one is a positive number. However, we have examined the numerical results and confirm that the number of misses is exactly zero.
When the load factor is more than one the MFDF has the best performance and MFLF has a performance similar to EDF. The LLF has the worse performance among all four algorithms.
As the Figure 7 shows, there is an opposite relation between the numbers of preemptions on the one hand and response time on the other hand. As the response time gets better number of preemptions comes to worse value.


MFDF that has the best performance with respect to response time has a larger number of preemptions. But there is something good about it, and that is, its behavior is predictable as it acts in a linear way. Having higher number of preemptions is reasonable because it eventually leads to having better response time and also better CPU utilization. There should be a balance between the number of preemptions and other factors. Reference [11] argues why such a balance is needed.


Figure 8 demonstrates that with the fuzzy methods CPU utilization is much higher than non-fuzzy methods. When
the load factor is about 3, the MFDF and MFLF use about 80 percent of CPU time while EDF uses 60 percent of CPU time and the LLF just uses about 20 percent of CPU time.
Considering the number of missed deadlines from the class of highest priority tasks, Figure 9 shows that both MFDF and MFLF perform much better than EDF and LLF. Comparing Figure 9 with Figure 6 shows that in load factor 3 about 80 percent of missed deadlines in both EDF and LLF are from the class of highest priority tasks while in MFDF and MFLF just about 30 percent of misses are among highest priority tasks. This is because external priority is considered as a decision parameter in the latter two algorithms. It should be mentioned that highest priority tasks in this simulation as discussed earlier, are those with shorter request intervals. These kinds of tasks since their deadline is too short may miss their deadline easier than the others. This is why in EDF and LLF about 80 percent of misses are among these tasks.


Fig.9. Number of missed deadlines from the class of highest priority tasks

## V. Conclusion and Future Works

Using the fuzzy concept in real-time scheduling, as it was shown, has the following advantages: (1) it better utilizes system resources such as CPU, (2) it decreases the number of missing deadlines, (3) it improves the system response time, and (4) it serves more important tasks better.
In the future, for improving the time complexity of the system, rule reduction techniques are going to be applied to the system. Also, to improve performance, adjusting membership functions with adaptive methods of inference is required [10, 13]. Fuzzy scheduling is well suited for parallel and distributed systems as some parallel and distributed fuzzy inference systems have been introduced [14]. A detailed analysis of fuzzy scheduling for parallel systems is in progress. Also a non-preemptive version of these algorithms is under publication.
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#### Abstract

For decades, different algorithms were proposed addressing the issue of constructing Huffman Codes. In this paper we propose a detailed time-efficient three-phase parallel algorithm for generating Huffman codes on CREW PRAM model exploiting $n$ processors, where $n$ is equal to the number of symbols in the input alphabet. First the codeword length for each symbol is computed concurrently with a direct parallelization of the Huffman tree construction algorithm eliminating the complexity of dealing with the original tree-like data structure. Then the Huffman codes corresponding to symbols are generated in parallel based on a recursive formula. The performance of the proposed algorithm depends directly on the height of the corresponding Huffman tree. It achieves an $O$ (n) time complexity in the worst case which is rarely encountered in practice.
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## 1. INTRODUCTION

Since the introduction of the Huffman encoding scheme by D. A. Huffman [8] in 1952, which elegantly addresses the problem of constructing optimal prefix codes for a given alphabet, Huffman encoding has been widely used in information processing systems particularly in text, image and video compression. Huffman encoding uses variable-length codes to compress the input data, where frequently used symbols are represented with a short code while less often used symbols have longer representations.
Consider $S=\left\{s_{0}, s_{1}, \ldots, s_{n-1}\right\}$ a set of $n$ source symbols with frequencies $F=\left\{f_{0}, f_{1}, \ldots, f_{n-1}\right\}$ such that $f_{0} \geq f_{1} \geq \ldots \geq f_{n-1}$, where symbol $s_{i}$ has the frequency $f_{i}$. Using the Huffman algorithm to construct the Huffman tree $T$, the codeword $c_{i}$, $0 \leq i \leq n-1$, for symbol $s_{i}$ can then be determined by traversing the path from the root to the leaf node associated with the symbol $s_{i}$, where a left branch corresponds to ' 0 ' and a right one corresponds to ' 1 '. Let the level of the root be zero, and the level of any other node in the tree be equal to summing up its parent's level and one. Codeword length $l_{i}$ for
$s_{i}$ can be considered as the level of $s_{i}$. The weighted external path length $\sum_{i=0}^{n-1} f i^{*} l i$ in Huffman codes is the least possible.
Huffman proposed an algorithm to generate optimal prefix codes in $\mathrm{O}(n \log n)$ time. Later it was proved that it needs only linear time provided that the frequencies of appearance for symbols are sorted in advance [17, 22]. It should be noted that prefix codes have the nice property that a message can be decoded in only one way.

Huffman coding theory has attracted many researchers regarding its analyses, improvements and applications [2, 3, $4,5,6,7,9,10,13,15,17,19,22]$. There is also a considerable amount of work addressing the relevant issues, particularly the Huffman codes construction and decoding methods in parallel and distributed environments $[1,11,14$, $16,18,21]$. We briefly investigate several attempts to construct the Huffman codes in parallel.
Teng [21] proposed the first $N C$ algorithm to generate Huffman codes using $n^{6}$ processors in $\mathrm{O}(\log n)$ time which seems rather impractical due to the huge number of processors. Atallah et al. [1] showed how to reduce the number of processors to $n^{3}$ while maintaining the same time complexity. They also presented an $\mathrm{O}\left(\log ^{2} n\right)$ time, $n^{2} / \log n$ processors as well as $\mathrm{O}(\log n)$ time, $n^{3} / \log n$ processors CREW deterministic parallel algorithms for the construction of Huffman codes. Further they conclude that the time can be reduced to $\mathrm{O}\left(\log n(\log \log n)^{2}\right)$ on a CRCW model using only $n^{2} /(\log \log n)^{2}$ processors.
Kirkpatrick and Przytycka [11] presented several approximated parallel algorithms for the construction of Huffman codes. Later Larmore and Przytycka [16] proposed an $\mathrm{O}(\sqrt{n} \log n)$ time algorithm that uses $n$ processors. The original algorithm is developed as a solution for the concave least weight subsequence problem but it is extended for the Huffman coding problem.
Milidiú et al. [18] proposed a work efficient parallel algorithm on CREW to address the problem. Their algorithm runs in $\mathrm{O}(H \log \log (n / H))$ time with $n$ processors where $H$ is the length of the longest Huffman code. Since $H$ is in the interval $[\lceil\log n\rceil, n-1]$, the algorithms requires $\mathrm{O}(n)$ time in the worst case.

The major problem with Milidiú et al.'s algorithm and some other parallel Huffman construction solutions is that instead of actually generating the Huffman codes, they rather construct the Huffman tree in parallel and it is not clearly stated how the codes should be built from the Huffman tree in parallel.
In this paper we particularly address this problem by proposing a practical three-phase CREW algorithm based on a sophisticated parallelization of the direct Huffman tree constructing simulation with the elimination of the need to store the nodes in a tree-like structure. We first compute the path length for each symbol in the Huffman tree then focus on generating the Huffman codes in parallel by exploiting Hashemian's [5] recursive formula based on the single-side growing Huffman tree. Our algorithm can be implemented in $\mathrm{O}(n)$ time on the CREW PRAM model incorporating $n$ processors.
The rest of this paper is organized as follows. In Section 2, we describe the fundamental data structures used in our pseudocode and their definitions. In section 3, we first draw an outline for our algorithm and then its description is given in details. We discuss the performance of the algorithm in section 4. The performance analysis of each part is stated in details. We conclude in section 5 .

## 2. Data Structure

We assume that the input to the first phase of our algorithm is a symbol table including $S=\left\{s_{1}, s_{2}, \ldots, s_{\mathrm{n}}\right\}$ an array of symbols and $F=\left\{f_{1}, f_{2}, \ldots, f_{\mathrm{n}}\right\}$ an array of the corresponding frequencies. This symbol table is sorted based on frequencies in non-decreasing order. Each symbol corresponds to a leaf in the Huffman tree. We define a structure for these leaves, including freq, a field for frequency value, and leader, a pointer to the root of the subtree that this leaf belongs to. lNodes is an array of the mentioned structure, in which NNodes $_{i}$ corresponds to $s_{i}$. It shows the leader of the leaves that have already participated in the construction of the tree levels. We define a similar structure for internal nodes. iNodes behaves as a queue of the mentioned data structure which contains the internal nodes.
As new tree levels are generated, new internal nodes are added to the queue. Array Temp is a data structure for temporary storage of a merged list of internal nodes from iNodes and leaf nodes from lNodes that are the nodes participating in the construction of each new tree level. Each element of Temp contains three fields: Freq, isLeaf and index. The chosen leaf nodes who participate in the construction of the current level are first copied to Copy, which is an array with the same structure as Temp.
The first phase generates an array of codeword lengths $C L=\left\{c l_{1}, c l_{2}, \ldots, c l_{\mathrm{n}}\right\}$ in which $c l_{\mathrm{i}}$ is the codeword length for $s_{\mathrm{i}}$, such that $c l_{\mathrm{i}} \leq c l_{\mathrm{i}+1}$. To know how many codewords have the same length, PackedArray is filled in the second phase with the index of those elements in $C L$, which have a different value compared to the next element.

The third phase of our algorithm receives the array of codeword lengths $C L$, and the PackedArray as inputs and generates the final codewords in $C W$, in which $c w_{\mathrm{i}}$ is the Huffman codeword for $s_{\mathrm{i}}$.

## 3. ALGORITHM

In this section, the outline of the proposed algorithm is described and the details of implementation issues concerning each phase are presented afterwards.

### 3.1. Outline

We propose an algorithm for time-efficient construction of Huffman codes in CREW PRAM model. Our algorithm requires $n$ processors, which is equal to the number of input symbols. This task could be divided into three phases: Codeword Length Generation (CLGeneration), Length Count (LC) and Codeword Generation (CWGeneration). The outline is illustrated in Fig. 1.
In the first phase, the CLGeneration algorithm computes the codeword length for each symbol $s_{\mathrm{i}}$ that is equal to the path length of $s_{\mathrm{i}}$ in the Huffman tree. This is done without maintaining a tree structure in practice and by generating the tree levels, one at a time, in a bottom-up fashion. With the generation of each new level in the tree, the codeword length of each symbol whose leader has participated in the construction of the new level is incremented. At each level, the two nodes with smallest frequencies are found among the internal nodes constructed in the previous iterations and leaf nodes who have not participated in the construction of the tree yet. These two are combined to form a new internal node in the next higher level. The combined value indicates the minimum frequency of the next higher level, which plays a crucial role in the selection of leaf nodes for participation in the current level. At this point, all the internal nodes and leaf nodes that are meant to participate in the current level are selected and merged, and combined pair-wise (melded) to form the new internal nodes of the next higher level. This process is repeated until only one internal node remains which is the root of the tree.
To be able to generate the codewords in parallel, we need an intermediate step to reverse $C L$ and to decide for each symbol the number of symbols that have shorter codeword lengths. In order to know how many symbols have the same codeword length, those processors whose corresponding elements in $C L$ have a different value from their next element set their indexes in PackedArray. Next, a parallel array packing algorithm is performed on the PackedArray. The details of the algorithm are presented in [20]. The resulting array has the indexes of those elements in $C L$, which have a different value compared to the next element.
In the third step, the final Huffman code for each symbol is generated from its codeword length with the help of a parallel version of a recursive formula introduced in [5]. To make $C W_{i}$ correspond to its symbol in $S, C W$ is reversed in the end.


Fig. 1. Algorithm Outline

### 3.2. Description

In the following three sections, each phase of the algorithm is discussed in details. To clarify the process each phase is accompanied by an example showing the result of performing each step of the algorithm on the sample input illustrated in Fig. 2.

### 3.2.1. CLGeneration

CLGeneration is depicted in Fig. 3. First the following arrays are initialized in parallel. lNodes is an array that keeps the statuses of the leaf nodes. Each leaf is initialized with its corresponding frequency and its leader is set to $-1 . C L$, the array that shows the codeword length for each symbol is initialized with 0 . Next, processor $p_{1}$ sets the following variables. INodesCur points to the last leaf that has participated in the construction of a level so far and it is initialized to 0 . iNodesFront and iNodesRear are the front and rear indicators for iNodes, which behaves like a queue and shows the newly generated internal nodes who have not participated in the construction of a level yet. They are initialized to zero, indicating that the iNodes queue is empty.

After initialization, the following operations are performed within a loop until all leaves are processed and no internal node is left in the iNodes queue, except for the root. The sum of the two minimal frequency values within the current list of leaf nodes and internal nodes, MinFreq, determines the frequency value of the next internal node. This internal node could be constructed from the combination of two new leaves, an internal node and a new leaf or two internal nodes. In case of ties, leaves are preferred to participate in the construction of the new internal node, and the new internal node is added to the iNodes queue. The leaders of the two internal nodes or
leaves who have been combined are set to the index of the newly generated internal node in the iNodes queue.
Selection of the participating leaves in the current level is performed in parallel. Those leaves whose index is more than lNodesCur and their Freq is less than or equal to MinFreq are copied to the Copy array. Copy array has three fields: Freq, isLeaf and index. Freq is the value of the selected leaf; isLeaf in this step has the value true for all elements, because they are all leaves and index is the index of the selected leaves in lNodes. CurLeavesNum is the number of selected leaves that have been copied to the Copy array. CurLeavesNum and Copy are next passed to the Merge function.


Fig. 2. Sample input and its corresponding Huffman tree

Before merging the selected leaves and internal nodes, we need to make sure the number of nodes that are going to be merged and then combined pair-wise is even. Thus, in case an odd total of internal nodes and leaf nodes are selected for this level, queue indicators are updated in a way that a leaf or internal node with the maximum frequency is left out for the next level, regarding leaves to have higher priorities to participate in the current level.
The Merge function performs the task of combining two sorted lists in $\mathrm{O}(\log \log n)$ on CREW PRAM model [12]. The function accepts Copy, CurLeavesNum, iNodes, iNodesFront, iNodesRear as input parameters and Temp and TmpLn as outputs. The main task of this function is to fill the Temp array which is the combination of Copy array and the section in iNodes that is indicated by MergeFront and MergeRear. The value of isLeaf for elements taken from iNodes is set to 0 . The result in Temp is sorted based on the Freq field in nondecreasing order.

In the next step, selected nodes are combined pair-wise. Each processor is assigned to two consecutive elements of Temp according to its index. These pairs of elements are melded to form new internal nodes whose Freq is the sum of the combined pairs' frequencies. Then the responsible processor updates the leader fields of the two participating nodes. The location of each node is shown by the isLeaf and index fields indicating whether the element resides in iNodes or lNodes and what its index is. In the end, $p_{1}$ increments the iNodeRear based on the number of the newly added internal nodes which is equal to the half of TmpLn. lNodesCur is incremented by the value of CurLeavesNum which is equal to the number of leaves who were used in the current level.
If the leader of an internal node is changed, all its children need to update their leader and set it to the index of the new internal node and the codeword length corresponding to these leaf nodes is also incremented. In this step all leaves check their leaders in parallel and they figure out whether or not their leaders have been changed. In the case of a change in the index of their leaders, they update their leaders by getting the value of their leader's leader.
The mentioned process repeats until only one internal node remains, which is the root. At this point, $C L$ has the codeword lengths for all symbols.
To clarify the process, the result of the first cycle of this phase performed on the sample input in Fig. 2 is illustrated in Fig. 4a-f. Fig. 4 g shows the final $C L$ that is passed to the next phase.

### 3.2.2. Length Count

Length Count is depicted in Fig. 5. We generate the final codewords in a top-down fashion, so we need to reverse $C L$. Reversing $C L$ is performed in parallel. To generate the final codes in parallel, we need to figure out the exact location of each symbol in the Huffman tree. The level that each symbol resides in is equal to the number of symbols with shorter lengths. In order to accomplish this task, $n$ processors are assigned to $C L$. Every processor $p_{\mathrm{i}}$, except the first one, checks

```
Forall \(P_{i}(1 \leq i \leq n)\) do in parallel
    lNodes[i].freq \(\leftarrow F[i]\), lNodes[i].leader \(\leftarrow-1, C L[i] \leftarrow 0\)
\(P_{1}\) sets
    iNodesFront, iNodesRear, lNodesCur \(\leftarrow 0\)
While (INodesCur \(<n \|\) iNodesRear - iNodesFront \(>1\) )
    \(P_{1}\) sets
        mid \(\leftarrow\{\infty, \infty, \infty, \infty\}\)
        if (INodesCur \(\leq n-1\) )
        mid [1] \(\leftarrow\) INodes[lNodesCur + I].Freq
        if (INodesCur \(\leq n-2\) )
            mid [2] \(\leftarrow\) lNodes[INodesCur +2 ].Freq
        if (iNodesRear > iNodesFront)
        mid [3] \(\leftarrow\) iNodes [iNodesFront +1\(]\).Freq
        if (iNodesRear \(>\) iNodesFront +1 )
            mid [4] \(\leftarrow\) iNodes[iNodesFront +2 ].Freq
        sort (mid)
        MinFreq \(\leftarrow\) mid \([1]+\) mid \([2]\)
        iNodes [iNodesRear + 1].freq \(\leftarrow\) MinFreq
        iNodes [iNodesRear + 1].leader \(\leftarrow-1\)
        if (isLeaf (mid[1]))
            lNodes[lNodesCur + 1].leader \(\leftarrow\) iNodesRear +1
            CL[lNodesCur + I]++, lNodesCur ++
        else
            iNodes \([\) iNodesFront +1\(]\).leader \(\leftarrow i\) iNodesRear +1
            iNodesFront++
        if (isLeaf(mid[2]))
            lNodes[lNodesCur + 1].leader \(\leftarrow i\) NodesRear +1
            CL[lNodesCur +1\(]++\), INodesCur ++
        else
            \(i\) Nodes iNodesFront +1 1].leader \(\leftarrow i\) iNodesRear +1
            iNodesFront++
        Forall \(P_{i}\) (lNodesCur \(<i \leq n\) )
            if (INodes \([i]\).freq \(\leq\) MinFreq
            Copy[i-lNodesCur].freq \(\leftarrow l\) INodes \([i] . f r e q\)
            Copy[ \(i\) - INodesCur].index \(\leftarrow i\)
            Copy[i - lNodesCur].isLeaf \(\leftarrow\) true
            if \((i=n \|\) INodes \([i+1]\).freq \(>\) MinFreq \()\)
        \(P_{1}\) Sets
        mergeRear \(\leftarrow i\) iNodesRear, mergeFront \(\leftarrow i\) NodesFront
        if( (CurLeavesNum + iNodesRear - iNodesFront \() \% 2=0\) )
            \(i\) NodesFront \(\leftarrow\) iNodesRear
        else if (iNodesRear - iNodesFront !=0) \& \&
        (F[lNodesCur + CurLeavesNum] \(\leq\) iNodes_iNodesRear].freq) )
            mergeRear--, iNodesFront \(\leftarrow\) iNodesRear -1
        else
            \(i\) NodesFront \(\leftarrow i\) NodesRear, CurLeavesNum--
        lNodesCur \(\leftarrow l\) INodesCur + CurLeavesNum, iNodesRear ++
    tmpln \(\leftarrow\) merge(Temp,Copy, CurLeavesNum,mergFront, mergRear)
    Forall \(P_{i}(1 \leq i \leq\) tmpln/2 \()\) do in parallel
        iNodes[iNodesRear + i].freq \(\leftarrow\) temp \(\left[2{ }^{*}\right.\) i-1].freq + temp \([2 * i]\).freq
        iNodes [iNodesRear + i].leader \(\leftarrow-1\)
        if (temp [2*i-l].isLeaf)
            lNodes [temp [2*i-1].index].leader \(\leftarrow\) iNodesRear \(+i\)
            CL[temp [2*i-1].index]++
        else
            iNodes [temp [2*i-1].index].leader \(\leftarrow i\) NodesRear \(+i\)
        if (temp \([2 * i]\). isLeaf)
            lNodes [temp [ \(2 * i\) i].index].leader \(\leftarrow i\) NodesRear \(+i\)
            CL[temp [2*i].index] ++
        else
            iNodes [temp [2*i].index].leader \(\leftarrow i\) NodesRear \(+i\)
    \(P_{1}\) sets
        iNodesRear \(\leftarrow\) iNodesRear + (tmpln/2)
    Forall \(P_{i}(1 \leq i \leq n)\) do in parallel
        if(lNodes [i].leader ! \(=-1\) )
        if(iNodes[lNodes[i].leader].leader ! = -1)
            lNodes[i].leader \(\leftarrow\) iNodes[lNodes[i].leader].leader
            CL \([i]++\)
```



Fig. 4. a) CLGeneration Initialization, [ $\mathrm{b}-\mathrm{f}$ are the result of the first cycle of CLGeneration on the sample input] b) New iNode c) Select d) Update Iterators e) Merge f) Meld g) Final CL h) Length Count
the two $c l_{\mathrm{i}}$ and $c l_{\mathrm{i}-1}$; if these two elements have different values, then $p_{\mathrm{i}}$ will copy its index to PackedArray in the corresponding location. The result is a sparse array. Next, we apply a parallel array packing algorithm on PackedArray as presented in [20]. The resulting array has the indexes of those elements in $C L$, which have a different value compared to the next element, sorted in non-decreasing order. The result of length count on our sample input is present in Fig. 4h.

### 3.2.3. CWGeneration

In the CWGeneration phase, we generate the final codewords by introducing a parallel version of the algorithm proposed by Hashemian [5]. $C L$ is the input array for this phase with the length of $n$ and $C W$ is the output array with the same number of elements. In the pseudocode depicted in Fig. 6 , the following variables are used. $C C L$ and $C D P I$ show the current codeword length and current done-processor index respectively. In each cycle, $C C L$ (Current Code Length) has the length of the codewords in the current level and CDPI (Current Done-Processor Index) indicates the index of the last processor who has finished generating its codeword. This phase is accomplished in two steps, assignment and codeword generation.
If we have the codeword lengths for all symbols, we can compute the final Huffman codewords by incorporating the following recursive formula [5]:

$$
\begin{equation*}
C_{i+1}=\left(C_{i}+1\right) * 2^{c_{i+1}-c_{i}} \tag{1}
\end{equation*}
$$

Initialization is performed by the first processor. The value of $C C L$ is set to the first element of $C L$. A string of zeros with length of $C C L$ is put in the beginning of the $C W$ array. For the processors whose corresponding symbol's codeword length is equal to $C C L$, the construction of the codewords can be performed in parallel because they only have to add a number to the codeword of the first symbol in their series. $p_{1}$ generates the first codeword of the next series to set $C C L$ for the next level, hence the processors assigned to next level are able to generate their codewords in the next cycle. These iterations continue until the codewords for all symbols are constructed.

```
For all processors P}\mp@subsup{P}{i}{}l\leqi\leqn/
        LocalVariable}\leftarrowCL[i
        CL[n-i+l]}\leftarrow\mathrm{ LocalVariable
For all processors P}\mp@subsup{P}{i}{}l\leqi\leq
    PackedArray[i] \leftarrow-1
For all processors P}\mp@subsup{P}{i}{}2\leqi\leq
    if(CL[i-1]!= CL[i])
        PackedArray[i] \leftarrowi
P
    PackedArray[n+1] \leftarrown+1
PackedArray \leftarrow ArrayPacking (PackedArray)
```

Fig. 5. Length Count

```
P1 sets
    CCL}\leftarrowCL[1
    CW [1] \leftarrow bit string of CCL zeros
    CDPI}\leftarrow
    Level }\leftarrow
While (CDPI<n)
    For all processor P}\mp@subsup{P}{i}{}1\leqi\leqn do in parallel
        if (i>CDPI && CL[i] = CCL)
            CW[i]}\leftarrowCW[CDPI] + (i-CDPI
        else be idle
    P
        CDPI \leftarrow PackedArray [Level] - 1
        Level ++
        CW[CDPI+1]\leftarrow(CW[CDPI]+1)* 2^(CL[CDPI + 1]-CL[CDPI])
        CDPI\leftarrowCDPI +1
        CCL}\leftarrowCL[CDPI
For all processors P}\mp@subsup{P}{i}{}(1\leqi\leqn/2
    LocalVariable }\leftarrowCW[i
    CW[n-i+1]}\leftarrow\mathrm{ LocalVariable
```

Fig. 6. Codeword Generation
Fig. 7b depicts the result of the first cycle of CWGeneration on our sample. For this example, after three iterations, the final codewords are constructed in $C W$. Because we reverse $C L$ in the second phase, the resulting $C W$ is reversed at the end to correspond to the input symbol table. The resulting $C W$ does not directly match with the expected Huffman tree of the sample given in Fig. 2, however, the lengths of the codewords match. This is due to the fact that Huffman codes are not uniquely generated. The only important issue for the resulting codewords is that their codeword lengths should comply with the expected Huffman tree.

## 4. Performance Analysis

First, we analyze each phase of the algorithm separately and then we discuss the performance of the algorithm as a whole.

Theorem 1. The CLGeneration runs in $\mathrm{O}(L \log \log (n / L))$ time, where $L$ is the number of levels in the corresponding Huffman tree, i.e. the height of the Huffman tree.

Proof. CLGeneration is comprised of a set of operations that are performed within a number of cycles, one cycle per each level of the tree. It can be proved that the number of these cycles is $L$, which is equal to the height of the Huffman tree [18].
Before the main loop, initialization is performed which has a parallel section and a sequential section, both of $O(1)$ time. Next, at each cycle, a number of operations are performed. New iNodes contains a few sequential comparisons on four nodes in $\mathrm{O}(1)$. Updating Iterators is also of constant order. Updating Leaders, Selecting leaves and Melding, which all execute in parallel, are of $\mathrm{O}(1)$ parallel time. This is because a constant number of operations are performed on $i$ variables by $i$ processors in parallel; such that $1 \leq i \leq n$.


Fig. 7. a) CWGeneration Initialization b) Result of the first cycle c) Resulting CW d) The final reversed CW that corresponds to the symbol table of the sample input

The only part that is not of constant order is the Merge operation that can be performed in $\mathrm{O}(\log \log M(i))$ parallel time [12], in which $M(i)$ is the number of internal nodes and leaf nodes that are melded at cycle $i$. As a result the time required by CLGeneration is

$$
\mathrm{T}=\mathrm{O}\left(\sum_{i=1}^{L} \log \log M(i)\right)
$$

where $M(i)$ is constrained to $\sum_{i=1}^{L} M(i)=(n-1)$. It is seen that the upper bound directly depends on $L$, the height of the tree that is in the interval $[\log n\rceil, n-1]$. If $L$ equals $n-1$, which means we have a one sided tree, $M(i)$ is of $\mathrm{O}(1)$, hence the algorithm runs in $\mathrm{O}(n)$. If the tree is balanced, the time complexity is computed as follows:

```
\(\mathrm{T}=\log \log 2+\log \log 2^{2}+\log \log 2^{3}+\ldots+\log \log 2^{(\log n)-1}\)
    \(=(0+\log 2+\log 3+\ldots+\log (\log n-1))\)
    \(=\log (1 * 2 * 3 * \ldots *(\log n-1))\)
    \(=\log (\log n-1)\) !
    \(\equiv \mathrm{O}(\log (\log n-1)!)\)
```

In general, we can find an upper bound, by maximizing $T$. It can be proved that $T$ is maximized when $M(i)=(n-1) / L$ [18]; therefore the time complexity of the CLGeneration is $\mathrm{O}(L \log \log (n / L))$ parallel time, in which $\mathrm{O}(n)$ is the worst case and $\mathrm{O}(\log (\log n-1)!)$ is the best case.
Time complexity of the second phase consists of Initializing PackedArray and inverting CL, filling PackedArray, and packing PackedArray. PackedArray initialization and $C L$ inversion are of $\mathrm{O}(1)$, because a constant number of operations are performed by $n$ processors. Filling PackedArray is the same as the previous section and for the same reason, it is of constant order. Array Packing takes $\mathrm{O}(\log n)$ time to complete [20]. Hence the time complexity of this phase is $\mathrm{O}(\log n)$.
The CWGeneration phase contains an initialization that is performed in constant time. Reversing $C W$ at the end of this phase is accomplished in parallel and is of $\mathrm{O}(1)$. The major
time consuming operation of this phase is the loop. The operations within the loop are performed in $\mathrm{O}(1)$, thus the worst case for this phase is equal to the worst case for the main loop cycles. Similar to theorem 1, and since CWGeneration completes the generation of codewords for one level at each cycle, CWGeneration performs in $\mathrm{O}(L)$ where $\log n \leq L \leq n-1$, hence the worst case is $\mathrm{O}(n)$.
Having the time complexity of each of the three phases, it is seen that the algorithm runs in $\mathrm{O}(L \log \log (n / L)+\log n+L)$, which again depends directly on $L$, the height of the tree. Since $L$ is in the interval $[\log n \eta, n-1\rfloor$, the algorithm as a whole runs in $\mathrm{O}(n)$ time in the worst case and runs in $\mathrm{O}(\log (\log n-1)!)$ in the best case

## 5. CONCLUSION

The significant and influential role of the Huffman coding is due to its broad applications in information processing and especially in image and data compression algorithms. Ou contribution in this paper is presenting a time-efficient parallel algorithm on CREW PRAM model, incorporating $n$ processors, for constructing the Huffman codes without dealing with the complexity of using a tree structure. This algorithm is devised in three separate phases and its output is the final Huffman codeword for each given input symbol. The algorithm runs in $\mathrm{O}(n)$ time in the worst case where the corresponding Huffman tree is a one-sided tree that occurs rarely. When the corresponding tree is nearly balanced, which is the case that happens more often in practice, the algorithm runs in $\mathrm{O}(\log (\log n-1)!)$. The proposed algorithm is not cost optimal, so our future research would focus on optimizing the time complexity and also the number of required processors towards devising a cost optimal parallel algorithm.
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Abstract- Multimedia content adaptation can be performed by third party services that can be implemented using web services. In order to use these web services, one has to be able to find them on the Web. However, today, finding the right web service for a specific task (multimedia content adaptation in our case) is difficult. This is mainly because of the type of description used to advertise the web services.

Current standards that are used to describe web services are syntactic. Syntactic description of web services contains some keywords and signature of the web service, which is later, used for searching the services. However, this information does not allow high rate of success during service discovery. These limitations of the current standards can be improved by using semantic description methods. Semantic description gives the meanings and relationships of the terms and concepts used in describing a web service, which improves its discovery. In order to achieve this, we have developed an ontology for multimedia content adaptation web services.
I. Introduction

Pervasive computing, also called ubiquitous computing, is a technological evolution heading to allow computation from anywhere and anytime on various computing devices. This technology is also sometimes referred as the third wave of computing (many computers per person). The idea of this evolution is first conceived in Xerox PARK laboratory by Mark Weiser in 1988 [4].

In pervasive computing, the electronic devices, which are used to access information, vary from small devices like PDAs to much more powerful computational devices such as personal computers. Due to this diversity of display devices, a major challenge of pervasive computing is to be able to display any content that a user may want to access in a form that can be displayed by his/her device. For example, the content may have an image that is too big to display on the small PDA of the user. In order to display the content on the user's device, its presentation can be modified to fit on the device without loosing its meaning. For Example, the size of the image can be reduced. This process is called content adaptation.

Current researches propose the following three alternatives with regards to where the content adaptation should be performed: by the client machine at arrival, by the server before it is sent, or by the proxy on the way. A newly proposed approach to adapt the content of the information is using third party adaptation services. In this approach, the adaptation services can be implemented using web services [1].

In frameworks that use the new approach, if a client receives a content that needs to be adapted, it searches for a web service that can perform the specified content adaptation in a web service registry. To search for web services the client uses the advertised (published) description of the web services.

Currently, the most common web service description is the syntactic description. The service is described by giving its signature (name, parameter, data types, etc.) and keywords that identify it. To use the web service, one has to discover it by providing some of this information. This way of describing services has some major shortcomings. In particular, it requires knowledge of the terminology that is used to describe the services in order to search and find it. For example, the service may not be found just because the right keywords are not used for the search. The above limitation of syntactic description can be alleviated by using semantic descriptions. This is because in this case, we describe what the web services do using standard semantics description system, which gives a better success rate for the searches. Hence, semantic descriptions are increasingly considered as better alternatives [6].

The objective of this research is to develop an adequate service description for multimedia content adaptation web services that enhances lookup of these services. We have preferred to use semantic description method that we consider more efficient in this context.

## II. Motivation

In a pervasive environment, the devices which are used to view multimedia information have different display sizes and different capabilities such as processing power, storage size, etc. The bandwidth of the network that connects the devices also varies greatly. Therefore, in order to access multimedia information using these devices, the content has to be modified in order to meet the device's requirement(s) and the limitations of the network. For example, if a user wants to see an image compressed using JPEG (Joint Picture Experts Group) with a device that is capable of displaying only images compressed using GIF (Graphics Interchange Format), the image has to be modified so as to meet the device's requirement. Similarly, if a user wants to read in French a document written in English, the content has to be converted according to the user's requirement. If a user also wants to hear a radio broadcast over the Internet and is in an area where the bandwidth of the network is very small, then the audio has
to be adapted so as to meet the networks requirement. These can be achieved using adaptation techniques which can be implemented using web services.

Web services are well-defined, reusable software components that perform specific, encapsulated tasks via standardized web-oriented mechanisms [8]. The provider of the web service has to make it available on the web and publish (advertise) it so that users can find it. To advertise a web service, different frameworks such as the service-based distributed content adaptation framework described in [1, 2] use UDDI (Universal Description, Discovery and Integration) or UDDI like registries.

These registries however have limitations in service discovery. They allow lookup of services only using keywords such as provider name, service name, or service category. In addition, they use direct match to identify web services [12, 14]. Hence, these make searching a service difficult as the user has to remember names or keywords of all web services advertised and choose the right one.

Web service interfaces are described using WSDL (Web Service Description Language) which is a W3C ${ }^{1}$ recommended language [17]. The description contains information about the operation supported by the service, the kind of data or message being communicated, binding, etc.

Using elements of WSDL, it is possible to identify what type of messages or data types are exchanged by the web service, how it is technically implemented i.e. how it is bind to a specific communication protocols like SOAP (Simple Object Access Protocol), and where it is located. However, this syntactic information is not adequate for automatic web service discovery and composition [2]. Web service discovery and composition require semantic information like type of the web service, the meaning of the input/output, how much it costs, or its execution time etc. Due to these, web service discovery and composition require human intervention.

For example, the description shown in Fig. 1 does not tell anything to software agents or other services that are looking for such web services, about the parameters except that they are of type string which can be used to contain information. For software agents or other services the names of the parameters do not give a meaning as they may do to humans. Consequently, it is difficult to identify the web service they need by using the information in the WSDL description.

| <message name="TextToSpeechFromURLHttpPostIn"> |
| :--- |
| <part name="fileURL" type="s:string" /> |
| <part name="outputFormat" type="s:string" /> |
| <part name="language" type="s:string" /> |
| </message> |

Fig. 1: Part of a WSDL description of text to speech translation web service

[^1]In this paper, we try to address the above problems by developing an ontology for semantic description of multimedia content adaptation web services. This ontology will serve as a means to annotate and share the semantic information, such as the service performed by the web service, its inputs/outputs, etc.
III. Semantic Description of Web Services

Different approaches are developed to semantically describe web services $[10,11]$. The major once are OWL-S (Semantic Markup for Web Services), IRS (Internet Reasoning Service) and WSMF (Web Service Modeling Framework).

IRS has strong user and application integration support but it does not have semantic description of composed services. WSMF is an effort towards developing a comprehensive conceptual architecture, which covers requirements of ecommerce. Compared to these two, OWL-S has a richer service ontology which builds on the semantic web stack of standards. In addition, the service ontology of OWL-S is public.

As OWL-S has richer service ontology that provides a good basis to our work, we will discuss it in greater depth in the next sub-section.

## A. Semantic markup for web services

OWL-S is an ontology consisting of a set of basic classes and properties for declaring and describing services. This ontology tells "What a service provides", "How the service is used" and "How one interacts with it" using its three subontologies (see Fig. 2) "ServiceProfile", "ServiceModel", and "ServiceGrounding" respectively [9].

Of the three sub-ontologies, Service Profile sub-ontology helps to present the information required by the service provider to publish a service. It is also used by a service requester to discover a service. Since we are interested in semantic description of web services that is used for web service advertisement and discovery, we will focus on this sub-ontology.


[^2]The service profile does not mandate any representation of services; but using the OWL sub-classing, it is possible to create specialized representations of services that can be used as service profiles. OWL-S provides one possible representation through the class Profile [9]. The service profile ontology specifies web service descriptions based on their provider, functional and non functional descriptions. The provider information includes the name of the service being offered, a summarized text description on what the service offers, what the service requires to work and any additional information that the compiler of the profile wants to share with the receiver. It also includes contact information of the owner of the service or the customer representative that may provide additional information about the service.

The non-functional description presents information on the characteristics of a service. It incorporates information on the category of a given service, and an unbounded list of service parameters that can contain any type of information about the service like quality guarantee provided by the service.

The functional information has two aspects: the information transformation and the state change. The information transformation is represented by the inputs and outputs. It tells what the web service takes and what it returns to the caller. The state change is represented by preconditions and the effects. The precondition tells what has to be satisfied before invoking the web service in order to get the desired output. The effect tells the change that is going to happen as a result of a service execution. This functional information about the web service (i.e. inputs, outputs, preconditions and effects) is presented using the service profile sub-ontology.

However, this sub-ontology does not provide a schema to describe the instances of this information. Instead it defines how the information can be linked to the service model [9].

The service profile sub-ontology is designed to describe and advertise web services' properties and capabilities. However, this representation does not provide a detailed description of the functionalities of web services which can be used as basic criteria for the multimedia content adaptation web services lookup.

## iv. Proposed Semantic Description of Multimedia

 Content Adaptation Web ServicesThe discovery of the "right" web service for a specific purpose basically involves the matching of the properties of the required service with the properties of advertised services and/or the matching of functionality of the required service with the advertised service. Hence, advertising web services by using both their functionality and properties is an advantage. In this section, we present the proposed ontology that can be used to advertise and lookup audio content adaptation web services by using their functionality and properties.
A. Functionalities of audio content adaptation web services In the proposed ontology, functionalities of web services are represented as classes. To identify functionalities of audio content adaptation web services, we have used the techniques that are used to adapt the content. These techniques are listed in various papers $[1,2,3,5,7,13,15]$ based on which, we have identified possible audio content adaptation web services as exhaustively as possible, as shown in table I.

TABLE I
Types of Audio Content Adaptation Web Services

| Name | Description |
| :--- | :--- |
| AudioReductionAdaptationServices | Services that reduce the bit rate of an audio file |
| AudioSamplingRateReductionAdaptationServices | Services that reduce the rate at which an audio file is sampled. |
| StereoToMonoAdaptaionServices | Services that convert an audio which has two channels to a single channel which in effect reduces the <br> bandwidth required to transmit the audio. |
| AudioFormatTranscodingAdaptionServices | Services that change the format of an audio file. For example, an audio which is in WAV format can be <br> converted to an mp3 format using a service which implements format transcoding techniques. |
| AudioLanguageTranslationAdaptaionServices | These services translate an audio in one language to another language. For example, an audio file which <br> contains a speech made about pervasive computing in English language can be translated to a speech in <br> French language using a service which implements language translation technique. |
| AudioMediaTranslationAdaptationServices | Using a service that implements translation adaptation technique an audio file is translated to another <br> media element like text or animation. |
| AudioToTextAdaptatinServices | These services are specific types of AudioMediaTranslationAdaptationServices. They convert an audio <br> file to a text document. |

Concepts of Multimedia Data Types

| Name | Description |
| :--- | :--- |
| MultimediaDatatype | This concept is used to represent different <br> multimedia data types: audio, video, image, <br> text, graphics or animation. |
| ImageDatatypeFormat | It is used to represent image data type <br> formats. |
| AudioDatatypeFormat | It is used to represent audio data type <br> formats. |
| VideoDatatypeFormat | It represents the format of a video data type. |
| TextDatatypeFormat | It represents the format of a text data type. |
| GraphicsDatatypeFormat | It is used to represent the format of graphics <br> data type. |
| AnimationDatatypeFormat | It is used to represent the format of <br> animation data type. |

In addition to the above concepts that are used to represent the functionalities of audio content adaptation web services, we need to identify concepts of multimedia data types. The multimedia data type concepts help to represent the input and/or output of the adaptation web services in a standard way. These concepts are listed in table II.

The functionalities listed above can be classified based on different perspectives of the adaptation techniques used to list the services. These classifications are presented in [3, 7].

The taxonomy of audio adaptation services will be developed using some of these broad classifications as its base. One of the classification categorize the adaptation techniques as static or dynamic based on when they are used to generate the adapted content.

Static adaptation techniques: are techniques used to generate versions that differ in quality and processing requirement. The techniques which are categorized here always produce the same result and use the same amount of resource for the same input. The method which they use to adapt the content is always fixed, irrespective of the resource available at the given time. For example, if they have to sample an audio file in order to adapt it, the interval with which they take the samples is always the same, i.e. it does not change with time.

Dynamic adaptation techniques: are techniques that are used to generate a content that meets the user and/or device constraints on-the-fly. Depending on the resource available, adaptation techniques under this category use various techniques to adapt the content. For example, if the multimedia file has to be sampled in order to be adapted, then the service which implements this technique may sample too many or very few samples depending on the resource available to process the content of the multimedia file

Another classification categorizes adaptation techniques as unimodal or multimodal based on the number of media types involved during the adaptation process.

Unimodal adaptation techniques: This category incorporates techniques used to create different versions of a
media element with different qualities, formats and resource requirements. For example, techniques that are used to convert an audio from one format, WMA (Windows Media Audio) file to another, mp3 are considered as unimodal adaptation techniques.

Multimodal adaptation techniques: This category incorporates techniques that are used to convert one media type to another so that the converted content meets the particular device specification. For example, audio to text conversion.

Using the concepts identified above, we have developed our ontology which is represented using OWL (Web Ontology Language). These concepts are represented as classes in the ontology, which can be arranged in a hierarchy that is useful for service discovery (see Fig. 3). This hierarchy will be used with the service properties to give a complete ontology of services.

B. Properties of audio content adaptation web services For audio adaptation web services we have identified the following properties, most of which are similar to those of OWL-S profile class. These properties, shown in table III, are
general to all multimedia adaptation web services. In order to increase the extensibility of this ontology to other media elements, we have put these common properties to be properties of the general class MultimediaAdaptationSevices.

Properties of Multimedia Adaptation Web Services
MultimediaAdaptationServices

| Property name | Value | Description |
| :---: | :---: | :---: |
| adaptationServiceName | String | This property holds the actual name of the service |
| adaptationTime | Duration | This property holds the time or duration (in seconds) that the service takes in order to do the adaptation. |
| adaptedMediaQuality | String | This property takes one of the five subjective quality rating scales: Excellent, Good, Fair, Poor, or Bad (ITU-T recommendations stated in [16]). |
| hasEffect | Instance of a class | This property holds a value which is an instance of a class. The class varies depending on the web service. For example, if the effect of the service is to change the language of an audio file, the class can be from an external language ontology which describes the language may be based on ISO639 (i.e. two or three letter codes $)^{3}$ or if the effect of the service is to change the format of the service then the class can be an instance of the MultimediaDataTypeFormat. |
| hasInputType | Instance of <br> MultimediaDatatype <br> class | The value of this property is an instance of the MultimediaDatatype class. In all of the sub-classes described in this ontology the instance value for this property is audio. |
| hasOutputType | Instance ofMultimediaDatatype <br> class | The value of this property is also an instance of the MultimediaDatatype class. |
| hasServicePrice | Instance of a class | This property is a property which can be used to link the service with an external price ontology's class. |
| hasPrecondition | Instance of a class | This property holds an instance of a class that can be used to describe the prerequisite of the service like format or language of the audio. |
| hasServiceProvider | Instance of a class | This property is a property that can be used to give information about the service provider. It can be used as a link to external ontologies like the Actor ontology ${ }^{4}$ that is used to record address and other information of the provider. |
| serviceDescription | String | This parameter holds any description about the service. |

table iv
Properties of Multimedia Data Type Format Class

| MultimediaDatatypeFormat |  | Value |
| :--- | :--- | :--- |
| Property name | Instance of <br> MultimediaDatatype class |  |
| hasDatatype | This property is an instance of the class MultimediaDatatype. It is used to link the data <br> type format with one of the instances of the multimedia data types. |  |
| hasFormatName | String | This is a property which is used to hold the name of the format type such as mp3 or <br> wav for audio data type. |
| additionalInformation | String | This is a property which is used to hold additional information that the service <br> describer wants to incorporate with the definition of the format for the specified <br> multimedia data type. |

[^3]All types of multimedia data type formats have similar properties. Therefore, we have put all these properties (Table IV) to be properties of the general class MultimediaDatatypeFormat.

## v. DISCUSSION

We have presented an ontology for audio content adaptation web services. This ontology allows audio content adaptation web services to advertise themselves by specifying the type of functionality they give and providing additional information, such as an input they take, through their properties. This allows a better lookup success since the service seeker can look for services by using the properties of the service and/or the functionality of this ontology. By specifying the functionality, the service seeker, narrows down the domain in which the service is going to be searched. The service seeker can also be more specific by providing information about the required service's arguments.

We have also presented a multimedia data type ontology that can be used to standardize the parameters of the web services. In addition to the names of the data types, this ontology provides a means to describe the formats of the data types. This helps to precisely advertise and look for a specific web service and hence improves the lookup success.

## vi. Conclusion and Future Works

In this paper, we have explored current standards and ontologies that can be used to describe web services, and shown their limitations. These limitations arise mainly due to the fact that web services are described using syntactic descriptions. Syntactic description does not tell the meanings of the words used in describing a web service and their relationship which are important information for web service discovery. In addition, they allow lookup of web services only using keywords which make web service discovery a very difficult task for the user.

To improve these limitations that are especially related to multimedia content adaptation web services, we have developed an ontology that can be used to describe audio content adaptation web services semantically. This ontology allows to describe both functional and non functional properties of audio content adaptation web services. This helps to easily describe these adaptation web services. It has also incorporated a taxonomy that can be used to facilitate searching of the web services. Moreover, it proposes a multimedia data type ontology that can be used to standardize parameters of the web services.

To semantically describe web service, we have proposed an ontology for audio content adaptation web services. This ontology can be extended to other multimedia content adaptation web services.

The ontology is developed mainly for description of audio content adaptation web services, more specifically for web service lookup. It does not provide information on how one uses the service or interacts with it. Therefore, it needs to be extended or linked to OWL-S's service model and/or service grounding to incorporate this information.
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#### Abstract

With the advent of grid computing, some jobs are executed across several clusters. In this paper, we show that (1) cross cluster job execution can suffer from network contention on the inter-cluster links and (2) how to reduce traffic on the inter-cluster links. With our new all-to-all communication strategies and host file mappings, it is possible to reduce the volume of data between two clusters from $(n / 2)^{\wedge} 2$ to $n / 2$, for a job with size $n$.

Our measurements confirm this reduction in data volume on the inter-cluster link and show a reduction in runtime. With these improvements it is possible to increase the size of grids without significantly compromising performance.


Keywords: Grid Computing, Cluster Integration, All-to-All Communication, Network Contention, Optimization, Performance Evaluation.

## 1. Introduction

There is considerable excitement about cluster integration and grid computing. Grid computing uses the Internet to allow sharing of computational and data resources among geographically dispersed users within and across institutional boundaries [2].

Several geographically distinct clusters can be linked together to share resources and act as one cohesive, more powerful unit. It is not uncommon to run jobs across several clusters, examples include [1, 3]. However, a job run across several clusters does not have as much bisection bandwidth available as a job run within a single cluster (even if the inter-cluster links have the same bandwidth as the intra-cluster links). Using vanilla all-to-all communication strategies (that do not take the grid topology into consideration), there is considerable data volume on the inter-cluster links. This can cause network contention and performance bottlenecks. In this paper,
we show how to decrease the data volume that travels over the inter-cluster links.

This paper is organized as follows: In Section 2, we analyze network contention on the inter-cluster links. In Section 3, we describe and analyze communication strategies. In Section 4, we consider host file mappings. In Section 5, we report on performance measurements. After a discussion in Section 6, we conclude in Section 7.

## 2. Performance Degradation due to Contention on Inter-Cluster Links

In Figure 1, the typical topology of two integrated clusters is shown.


Figure 1: Grid topology.
In our earlier work [5] we ran NAS Parallel Benchmarks and saw significant performance differences when jobs were run within one cluster versus run across two clusters (same total number of nodes). Communication performance was limited by the bandwidth available on the link between the clusters. How can this be explained?

We assume All-to-All (non-personalized) communication (called All_Gather in MPI [6]) and each node passing its data directly to the other $\mathrm{n}-1$ nodes. Intuitively, the communication graph has to be embedded into the network topology. Figure 2 shows the demand for passing messages across the link between the clusters. This demand is known as linkcontention [4], which is defined as two different edges of the communication graph are mapped to the same edge of the physical topology.


Figure 2: All-to-All traffic of eight nodes in two clusters: 16 out of 28 message pairs contend for the inter-cluster link.
The total number of messages passed across the inter-cluster link is $(n / 2)^{\wedge} 2$ per direction (half duplex). Observing traffic that travels from the left cluster to the right cluster, $\mathrm{n} / 2$ nodes on the left side are sending to $\mathrm{n} / 2$ nodes on the right side. Reducing traffic on the inter-cluster link was the impetus for this paper.

## 3. Communication Strategies

We first assume two clusters of equal size. In section 6 , we undo those assumptions.

The algorithms presented here (aside from simple All-to-All) are aimed at improving performance for parallel applications run across multiple clusters. We tested these algorithms on our own mini-grid and have presented the data in Section 5. Whenever ' $n$ ' is referenced, it refers to the job size (the number of nodes used).

### 3.1 Simple All-to-All

Simple All-to-All ( $\mathrm{ATA}_{\text {simple }}$ ) is what we call above mentioned strategy of each node passing its data directly to the other $n-1$ nodes.

Figure 3 shows how the data of the first node is sent. All the other nodes send their data in the same manner.


Figure 3: In ATA simple, each node passes its data directly to all the other nodes.

Since $\mathrm{n} / 2$ nodes on one side of the inter-cluster link are sending messages to the $n / 2$ nodes on the other cluster, $(\mathrm{n} / 2)^{\wedge} 2$ communications must cross the intercluster link per direction. The link contention of ATA $_{\text {simple }}$ is shown in Figure 2, above. ATA simple does not take topology into consideration, and thus was used as a basis of comparison for the other algorithms.

### 3.2 Optimized All-to-All

The Optimized All-to-All ( $\mathrm{ATA}_{\text {optimized }}$ ) strategy is designed to minimize link contention (overlap) of traffic across the inter-cluster link. This algorithm operates by each node having a "buddy" in the other cluster.

The cluster on the left is side A and the cluster on the right is side B . Node0A will pass its message to Node0B. Once Node0B receives the message from Node0A, Node0B will pass the message to the other nodes in its cluster, see Figure 4. Similarly, Node0A receives Node0B's message and forwards it to all the other nodes in cluster A. This same process occurs for the remaining $n / 2-1$ "buddy" pairs. Since each node sends only one message across the inter-cluster link, only $\underline{\mathrm{n}} / 2$ messages are sent in any one direction, see Figure 5.

The key point to take from $\mathrm{ATA}_{\text {optimized }}$ is that data is sent across the inter-cluster link as few times as possible, and then distributed locally within the cluster. Once the buddy gets the data, it helps distributing the data (in its cluster). This "helping" behavior has similarities to (1) peer-to-peer computing and (2) broadcast trees.


Figure 4: In ATA $_{\text {optimized }}$, data is sent across the inter-cluster link as few times as possible, and then distributed locally within the cluster.


Figure 5: Optimized All-to-All traffic for eight nodes and two clusters: only four message pairs contend for the inter-cluster link.

### 3.3 N-Body Communication

N-Body communication is an alternative to $\mathrm{ATA}_{\text {simple }}$. The N -Body strategy was originally designed by physicists looking for increased performance when all nodes have to exchange their data with all the other nodes. To understand the N Body communication, envision that all nodes are arranged in a circle. Each node first sends its original data to the node on the right, while receiving the original data from the node on the left. In the next iteration, the just received data is passed on. After $\mathrm{n} / 2$ 1 iterations, each node has data from half the total nodes.


After the first pass, each node contains the data from one neighbor in addition to their own.
[ D, C, B, A]


In the final transfer, each node sends all data so far received to the node directly across the circle and from that node receives all data from the other side of the circle.
Figure 6: Step-by-step illustration of how the passing works with N -body.

A final data exchange then takes place where each node sends $n / 2$ pieces of information (all of the data it has so far collected) to the node directly across the circle, see Figure 6. Prior to the final data pass each node already had $n / 2$ pieces of information. The node opposite any particular node in the circle had the missing $n / 2$ pieces of information. Thus, all nodes have the necessary data.

The big difference is that whereas ATA $_{\text {simple }}$ sends 1 piece of information to all other $\mathrm{n}-1$ nodes, N -Body only sends to two other nodes ( $\mathrm{n} / 2-1$ and $\mathrm{n} / 2$ pieces of information, respectively).

Since the way in which the nodes from different clusters are assigned positions in the circle is important to how N-Body performs, the various formulas for message overlap under different mapping conditions are discussed next.

## 4. Host File Mapping Considerations

The performance of the communication algorithms used was drastically affected by the way in which the available compute nodes were assigned positions in the host file.

Table 1: Three possible host file configurations

| Config 1 | Config 2 | Config 3 |
| :--- | :--- | :--- |
| Red0 | Red0 | Red0 |
| Red1 | Green0 | Red1 |
| Red2 | Red1 | Green0 |
| Red3 | Green1 | Green1 |
| Green0 | Red2 | Red2 |
| Green1 | Green2 | Red3 |
| Green2 | Red3 | Green2 |
| Green3 | Green3 | Green3 |

We first examine how different node assignments for N-Body affect the amount of data that has to travel between clusters. Since in the final pass, each node has to send $n / 2$ pieces of information half way across the circle (all the data that node has so far received), preventing this traffic from crossing the inter-cluster link is the most important consideration. With Configuration 1 (see Table 1), where all the nodes in one cluster are listed first followed by all the nodes of the second cluster, this is not achieved. Instead, it limits the traffic that has to cross the inter-cluster link in the first $n / 2-1$ passes. There are only two places in the circle where a node's neighbor is not a member of the same cluster. Since the traffic in these two cases occurs in opposite directions, they do not conflict.

Thus, before the final pass, only $n / 2-1$ messages have to cross the bottleneck link in one direction. In the final pass though, all pieces of information must be sent from one cluster to another. With $n / 2$ nodes each sending $n / 2$ pieces of information, this results in an additional $(n / 2)^{\wedge} 2$ messages crossing the inter-cluster link in the same direction. The total link contention on the inter-cluster link is $(n / 2)^{\wedge} 2+n / 2-1$.

Using a configuration where the nodes are listed by alternating cluster (such as Configuration 2) with N Body does alleviate the strain on the cross-cluster link in the final pass, but increases the strain in the initial passing phase. This time, each node's neighbor is on a different cluster, but their partner in the final pass is not. This means the only messages that can tax the bottleneck come before the last data exchange. With half of the total nodes sending each message of the first phase in the same direction, this results in $(n / 2-1) * n / 2$ $=\left(n^{\wedge} 2-2 n\right) / 4$ messages that have to be carried over to the other cluster.

While this is an improvement over using Configuration 1, alternating cluster halves (Configuration 3) is better. Any node at position j in a host file of size $n=4 i$ will have a partner in the final pass at position $\mathrm{j}+(\mathrm{n} / 2)$ mod n , which is always a member of the same cluster. This means no data in the final sharing will have to cross the hot spot, similar to Configuration 2. Moreover, the only time information has to travel between clusters is during the initial $\mathrm{n} / 2-1$ passes, but with Configuration 3 only four nodes have neighbors that are not on the same cluster. Since only two go in the same direction, the total link contention on the inter-cluster link is $2(\mathrm{n} / 2-1)=\underline{\mathrm{n}-2}$.

The following figures illustrate NoBody using a host file that interleaves cluster halves.


Figure 7: Illustrates the first $n / 2-1$ exchanges of the N-Body algorithm with an optimal configuration. When $\mathrm{n}=8$, there are three such passes, each with two overlaps resulting in a total of 6 messages crossing the hot spot.


Figure 8: In the final pass, no data crosses the inter-cluster link.
In $\mathrm{ATA}_{\text {simple }}$, the communication is symmetric. Thus, host file mapping does not matter.

That is different in ETA $_{\text {optimized. }}$. The ATA $_{\text {optimized }}$ code was written assuming that the buddy is $n / 2$ nodes away. This assumes that first half of the host file belongs in one cluster and the second half belongs in the other cluster (Configuration 1). If the order that the nodes are listed in is changed, link contention increases.

## 5. Experiments

### 5.1 Experimental Setup

Having designed ETA $_{\text {optimized }}$ and implemented all algorithms as MPI programs, we sought to test the actual performance of each with the hope of verifying our analysis. We ran our MPI programs with two small homogeneous clusters. All tests utilized four nodes, two from each cluster. Nodes communicated within their cluster over a switch at Gigabit Ethernet speeds. Each cluster also had a head node with a second network connection to the inter-cluster switch. For communication from node 1 on cluster A to node 2 on cluster B to occur, node1's message will first go to the head node of cluster A through A's switch, out to the inter-cluster switch, and back through cluster B's head node before finally arriving at node 2 via B's switch, see Figure 1. Neither of the head nodes were ever used as compute nodes when performing tests. All computers on both clusters had Athlon XP processors clocked at $1.4 \mathrm{GHz}, 1 \mathrm{~GB}$ of RAM, and PCI Intel e1000 Gigabit Ethernet cards.

We chose to use the LAM/MPI implementation of the MPI standard. In all cases, the message each node sent to all other nodes consisted of $10^{\wedge} 7$ integers. The timings were done with MPI_Wtime() calls. They began before any inter-node communication, and ended when all communications were complete. We measured traffic volume reflecting the amount of data that was sent through the head node of the cluster from which the job was not originated. The numbers are those reported by the switch on that particular port.

### 5.2 Results

Table 2: Results: Traffic volume and runtimes

| Algorithm | Data <br> $(\mathrm{MB})$ | volume |
| :--- | :--- | :--- | Time (sec) $\quad$ (

Recall from section 3 that ATA $_{\text {optimized }}$ should reduce the amount of data crossing the hot spot from $(\mathrm{n} / 2)^{\wedge} 2$ for $\mathrm{ATA}_{\text {simple }}$ to $\mathrm{n} / 2$. With four nodes, this translates to a $1 / 2$ reduction. This is consistent with what we measured. Running ATA $_{\text {optimized }}$ resulted in only 171 MB of data having to travel between clusters, whereas when running $\mathrm{ATA}_{\text {simple }}$, we saw 343 MB going over the bottleneck link. As predicted, the intercluster communication required for $\mathrm{ATA}_{\text {optimized }}$ was very close to half of what $\mathrm{ATA}_{\text {simple }}$ required. Table 2 also shows a significant runtime improvement from using ATA $_{\text {optimized }}$. N -Body with optimal configuration was expected to produce hot spot traffic volume of $\mathrm{n}-2$. For the special case of $n=4, n-2=n / 2=2$. Again, this is exactly what we saw.

Considering each message contains 10 million integers, a single message without extra baggage such as communication headers should be 40 MB of data (a total of 80 MB for each upload/download message pair). For $\mathrm{ATA}_{\text {optimized, }}$, then, we predicted 160 MB and saw 171 MB . Similarly, we expected $\mathrm{ATA}_{\text {simple }}$ to have to send 320 MB instead of 343 MB . Our measured traffic volumes are all $7 \%$ higher than what we predicted. We attribute this to communication overhead such as TCP/IP headers on each packet that is sent. As the amount of data crossing the bottleneck was reduced, so was the runtime.

Using the wrong host file mapping (Configuration 2) decreased the performance of $\mathrm{ATA}_{\text {optimized. It }}$ increased the amount of data that has to travel across the bottleneck link from 171 MB to 343 MB .

Table 3 summarizes the formulas from our analysis plus our traffic volume measurements side by side.

Table 3: Summary

| Algorithm | Formula | $\mathrm{n}=4$ | Data volume (MB) |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  | predicted | observed |
| ATA $_{\text {simple }}$ | $(\mathrm{n} / 2)^{\wedge} 2$ | 4 | 320 | 343 |
| ATA $_{\text {optlimized }}$ | $\mathrm{n} / 2$ | 2 | 160 | 171 |
| NBody $_{(\mathrm{n} / 2)^{\wedge} 2}$ | 5 | 400 | 428 |  |
| $+\mathrm{n} / 2-1$ |  |  |  |  |$)$

## 6. Discussion

Performance improvements depend on job characteristics like communication intensity and
communication pattern. The importance of the All-toAll pattern is largely dependent upon the communication requirements of the program being run across clusters. The communication patterns for such things as the NAS Parallel benchmarks are a key factor in their speed on being run across the clusters.

Sometimes the inter-cluster link is further reduced by services like a VPN. A VPN is necessary for security, and routing of network services such as NFS, NIS, and rsh between clusters. The bandwidth use of a VPN makes it all the more necessary to minimize intercluster traffic as described in this paper.

We implemented our communication strategies with standard MPI point-to-point calls (no lower level optimizations). We hope that our techniques will find their way into the MPI standard libraries for collective operations. That way, programmers can use normal MPI calls and receive the benefit of our algorithm. The host file mapping should be done by job scheduler.

### 6.1 More than two Clusters

In our analysis above, we use our new and modified algorithms for two clusters of computers. While this may be a common configuration, having more than two clusters is a likely situation.

Running N-Body on more than two clusters, the best host file mapping is still interleaving cluster halves. There will still be $2 *(\mathrm{n} / 2-1)=\mathrm{n}-2$ messages between the clusters and there will be no pieces of information passed between the clusters in the final tage.
Running ATA $_{\text {optimized }}$ on $c$ clusters, each of the $\mathrm{n} / \mathrm{c}$ nodes of one cluster sends to a buddy in each of the ( $c$ 1) other clusters. Thus, the formula for the number of messages being passed across the inter-cluster links is ( $c-1) n / c$. In the worst case, $c=n$ and there will be $n-l$ messages taxing the bottleneck. Consequently, whenever multiple clusters of the same size are integrated, our optimized All-to-All communication strategy will never exceed an overlap on order of $n$. This is a huge improvement over ATA $_{\text {simple }}$ that always yields an overlap on the order of $n^{\wedge} 2$.

### 6.2 Integrating clusters of different sizes

Another scenario is that the clusters being integrated are not of the same size, or due to availability of nodes, a job of size $n$ runs on $x$ nodes on one cluster plus $n-x$ nodes on a second cluster. For ATA $_{\text {optimized, }}$, nodes on the smaller cluster will have to serve as a buddy to more than one node on the other cluster. The bottleneck will now be in one direction going from the bigger cluster to the smaller cluster. The link contention will be $\max (x, n-x)$, again on the order of $n$.

For the N-Body strategy, the host file should still interleave cluster halves. That way, the overlap is $\mathrm{n}-2$.

## 7. Conclusions

With the advent of grid computing, some jobs are executed across several clusters. We have shown in this paper that (1) cross cluster job execution can suffer from network contention on the inter-cluster links and (2) how to reduce traffic on the inter-cluster links for non-personalized all-to-all communication. Our analysis and experimental results lead us to conclude the following:

- Our new Optimized All-to-All (ATA optimized ) communication strategy sends data across intercluster links as few times as possible, and distributes data locally within each cluster.
- If an $n$-node job runs on two clusters, $\mathrm{ATA}_{\text {optimized }}$ reduces the traffic volume on the inter-cluster link from $(n / 2)^{\wedge} 2$ to $n / 2$. That is an improvement of a factor of 32 for a 64 node job.
- Our measurements show that $\mathrm{ATA}_{\text {optimized }}$ reduces the traffic volume on the inter-cluster links and thus reduces runtime of cross cluster jobs.
- An alternative to $\mathrm{ATA}_{\text {optimized }}$ is the n -body communication strategy. However, without the optimal host file mapping, n -body can perform worse than even the simple strategy $\mathrm{ATA}_{\text {simple }}$. The proper host file mapping for $n$-body is interleaving cluster halves.
- Mismatched host file mappings can worsen the hotspot for most communication strategies, including ATA $_{\text {optimized }}$.

This study presents strategies for improving grid computation communication. The results of improving such communication are a noticeable increase in performance. With these improvements it is possible to increase the size of grids without significantly compromising performance.
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#### Abstract

In this paper, we propose a method for synthesizing the glue code for distributed programming. The goal of this method is to completely automate the synthesis of code for handling distributed computing issues, such as remote method calls and message passing. By using this method, the software for migrating the objects, synchronizing the communication, and supporting remote method calls can be automatically generated. From the programmer's point of view, remote accesses to objects are syntactically and semantically indistinguishable from local accesses. The design of the system is discussed and the whole system is based on the Linda notation. A prototype has been developed using JavaSpaces for code synthesis in Java. Experiments show that this method can help developers generate the code for handling distributed message passing and remote procedure calls.


## 1. Introduction

With advances in computer hardware technologies, substantial changes have occurred in computing practice as powerful computers and networks have become increasing popular. This also raises the complexity and difficulty of software development and, at the same time, the software must have a shorter development time and satisfy more stringent non-functional requirements [1]. Software systems are increasing being developed based on distributed computing environments. With distributed computing, the programmer has to take care of many extra issues besides the basic business logic, such as distributed message passing, synchronization, process or object migration, load balancing, and so on.

Many techniques have been proposed to help the programmer address these issues and improve the quality of the system. Among these, two methods have gained the most significant success, namely, distributed component models [2] and distributed programming languages [3].

Modern distributed component models, such as CCM [4], COM [5], and EJB [6], provide the basic communication structure of the system by defining the interfaces of the components and the services that are needed in distributed computing. These models have been
successfully used in industry and are being enhanced with more and more features for supporting specific application domains, such as real-time and mobile computing. This technique is mainly for large enterprise applications and not very suitable for medium scale system development. Also, to learn how to use and program using these models is time consuming.

Distributed programming languages, such as Emerald [7] and Linda [8], support distributed programming by providing language primitives and control statements to handle distributed environments. Methods, such as remote procedure calls (RPC), are often used in these languages to provide basic communication mechanism. But as with the case of distributed component models, there is a significant learning curve for using these languages and they are relatively too large for systems that have limited distributed computing requirements.

To overcome these limitations, we propose a more lightweight and helpful method for medium scale distributed software development, namely, automated glue code synthesis for distributed programming, called DCS (Distributed Code Synthesis).

DCS is a method that can be used by the programmer to automatically generate the code for distributed applications. With DCS, the programmer can start coding the program as if all the components are running on the same machine. DCS uses two steps to synthesize the code for handling distributed programming: First, the components are automatically migrated to the remote location together with their resources; second, the original code is automatically transformed into a new version that has distributed support. At the same time, the logic of the code remains the same. DCS statically migrates the component to the remote location and generates the code to perform the computation with proper synchronization control.

DCS is a dual purpose platform. It serves as a code generator for developing small to medium scale distributed systems and software prototypes by generating the code for handling network communication and synchronization. Also, it can serve as the basic platform for future enhancements that deal with other distributed computing issues, such as concurrency and asynchronizing communication.

The rest of the paper is organized as follows. Section 2 gives the background and presents an overview of the DCS method. Section 3 presents the design of the system. Section 4 discusses the implementation of the method with a case study. Section 5 evaluates DCS in terms of glue code synthesis. Section 6 reviews the related works. Finally, Section 7 concludes this paper and identifies some future research directions.

## 2. Motivation and overview

To automatically generate the code for distributed computing, we need to use either a distributed model (J2EE), a low level communication mechanism (Sockets), or a distributed programming language (Linda) as the underlying communication engine. We choose a distributed language over the other methods based on the following reasons:

1. A distributed programming language (DPL) [3] is more flexible than a component model. Typically, a DPL is well defined with mechanisms for dealing with communication issues at a relatively lower level than a component model. This typically gives the programmer better performance and flexibility in writing their programs.
2. Modern distributed component models [2] are usually based on object-oriented techniques, e.g., EJB. Even though non-object-oriented programs can be wrapped for reuse in CORBA, an interface must be provided for this purpose. Also, DCS is not specifically for object-oriented programming. It can be used with either object-oriented or procedural languages.
3. Low level communication methods, such as TCP Socket, have good performance over other communication mechanisms. But programming using Sockets is time-consuming and many low level communication issues, such as data representation, need to be taken care of by the programmer.

Based on these observations, a distributed programming language, specifically the Linda programming language [8], is chosen as the underlying computation platform for DCS. Linda is a distributed programming language based on generative communication, developed originally for the SBN network computer [8]. It is a coordination language consisting of a small number of primitive operations that are added into existing sequential languages.

DCS is intended for loosely coupled distributed systems similar to the ones discussed in [9]. We view a distributed system as a collection of computers linked by communication channels. A node is defined as a virtual processor with a single memory space. A node resides on a single physical machine. A node can reside on at most one machine. Also, nodes do not share any memory.

Nodes communicate with each other by sending messages.

DCS migrates the component (a procedure or an object) to a remote location and synthesizes the glue code for coordinating the communication. We show how DCS works using an example. Assume that a program written in $C$ uses a procedure that reads an integer from some input source, for example, a file (readInt $(x, y, z))$. The procedure has no free variables. Instead of making a local procedure call, the actual input resides on a remote node. This is where an RPC could be used. As discussed earlier, we want to use DCS to relieve the developer from having to write these code segments. So, instead of rewriting the program to use RPC or other methods, we can apply DCS to procedure $\operatorname{readInt}(x, y, z)$ to automatically obtain a new version of the program where distributed communication is enabled and the procedure is migrated to the target remote node.


Figure 1. An example of applying DCS
Figure 1 shows the process underlying this example using UML activity diagrams. At the beginning (left hand side of Figure 1), the program is sequential and runs on one node. After using DCS (right hand side of Figure 1), the program is distributed over two nodes, namely, the client and the server nodes where the procedure runs. DCS generates two major parts of the code for the client, namely, marshaling and unmarshaling. Marshaling evaluates the procedure, marshals the arguments and the name of the procedure, and sends the data to the server. Unmarshaling receives the result from the server and unmarshals it. Given the target node, DCS migrates the procedure code to the server and generates the corresponding unmarshaling and marshaling code for the server.

In the generated program, the client evaluates the procedure and creates a message containing the arguments by using the code generated by DCS. It then sends the
message to the server. The server receives the message, unmarshals the arguments, makes the method call, and returns the result. Finally, the client receives the result and proceeds.

Please note that this process is static, which means that the program transformation is done prior to compilation. The programmer needs to recompile the generated code (both the client and the server programs).

## 3. System architecture

Having discussed DCS in general terms, we now present the architecture and design for DCS. As discussed in Section 2, the system is designed and implemented based on Linda. DCS is designed as an agent-oriented system where the developer program is preprocessed, the generated server code is migrated to the remote location, and the resulting code is compiled by a regular language compiler.

As stated in Section 1, the system consists of a set of nodes. A DCS agent runs on top of the JVM at each node. The central node, which is the node where the client is running and the program is being developed, has knowledge of all the agents and their locations.

Since the system is based on Linda, we first introduce basic Linda communication structures and then show how it is used as the underlying mechanism for code generation.

The basic communication structures of Linda are as follows:

```
Remote procedure call:
    out(P, me, out-actuals);
    in(me, in-formals),
Remote procedure.
    in(P, who:name, in-formals) =>
    [ body of procedure P;
        out(who,out-actuals)
    ]
```

In Linda, in() and out() have semaphore-like nature, so no executable code block needs to be written to implement the $P()$ and $V()$ operations. Semaphores are primitives in Linda.

The above communication structure is for asynchronous message-exchange. For synchronizing message-exchange procedure call, [8] provides a macro implementation:

> def SYNCH_SEND(s:tuple ) [in(get); out(s); in(got)]
def SYNCH_RECV(s:tuple) [out(get); in(s); out(got)].
Since we are dealing with sequential imperative languages, such as Java and C, the synchronous method will be used in DCS for preserving the program logic.

The Linda code for the caller (client) is shown as follows.

To create a remote object:
out(ID, type:Type, name:String [, parameters:List]), in(ID, type:Type, name:String, o:type)

To call a method on a remote object:
out(ID, type:Type, name:String, method:String [,parameters]);
in(ID, type:Type, name:String, method:String
[, result:return_type])
$I D$ is the identification dynamically generated by DCS to identify the current communication between the client and the server. Each $I D$ denotes a specific connection between the client and the server. It also helps to guarantee that they can receive the correct messages.

The Linda code (Linda agent) for the remote node is as follows:

```
OBJECTS\&*[CREATION / METHOD]
def OBJECTS
        List of objects in the host.
    def CREATION
        [ in(ID, type:Type, name:String
            [, parameters:List]);
        type obj_name \(=\) new type([parameters]);
        OBJECTS.add(obj_name);
        out(ID, type, name, obj_name)
        ]
    def METHOD
        [ in(ID, _type:Type,_name:String,
            _method:String [_parameters:List]);
        if(OBJECTS has obj_name whose name is _name,
                type is _type and has
        _method([parameters]) )\{
        [result \(=\) ] name.method([parameters]);
        out(ID, _type, _name, _method[, result]);
        \} else \{
        out(ID, _type, _name, _method, ERROR);
    !
```

where $\&$ is the and-statement, / is the or-statement, and * is the star-statement in Linda [8].

In order to correctly distribute the objects, DCS and the programmer need to follow four steps:

1. For each component that needs to be distributed, obtain the address of the remote DCS agent.
2. If the remote agent is alive (i.e., is part of the DCS
framework), DCS migrates the component to the specified node.
3. For the selected component, DCS automatically generates the code for using the component at the remote node.
4. For every statement in the original program that uses this component, DCS generates the code for synchronizing distributed message passing.

Before using DCS, the program must be successfully compiled, and the migration process treats each component as a stand-alone piece of code that can be used independently. A DCS agent should be running on each machine in the framework.

Several constraints are considered during the design of the DCS system:

1. Ease of use: DCS should provide the developer a simple way to generate code.
2. Language adaptation: The design should be easy to apply to any programming languages, procedure-oriented or object-oriented.
3. Correctness: If the original program is syntactically sound, the generated program should also be syntactically sound.
4. Consistency: The program logic remains the same after the code transformation.

Other concerns of the system include the security of the generated program and the performance of the synthesized system.

### 3.1. Usability

The system provides a graphical interface for the user to select the procedure that needs to be migrated to a remote node. Only two steps are needed for the developer to generate a distributed program from a sequential one:

1. Compile the original program and ensure that it is free of errors.
2. Select the component that the developer wants to migrate and provide the target location.

Based on the user input, the selected component is migrated to the target location together with its resources. Also, the communication code is generated for both the client and the server by DCS (Figure 2).


Figure 2. Distribute a unit using DCS
To use DCS, the developer only needs to know which component should be distributed and the address of the remote node. The other aspects are automatically handled by DCS.

### 3.2. Language independence

The target language of this method can either be procedure-oriented or object-oriented. Three issues should be addressed regarding using this method for different languages:

1. Different Linda languages need to be used for handling different programming languages. For example,
to use C in DCS, C-Linda can be used, while in the case of Java, JavaSpaces can be used.
2. For object-oriented languages, DCS supports object migration, which is the process of migrating an object to the remote location and generating the code for accessing all the methods of the object remotely. For procedural languages, the migration unit is a program procedure instead of an object. For example, in the case of Java, the source and class files of the object and its related resources are migrated to the target node. While in the case of C , the code of the C procedure is transferred to the remote node.
3. In case of procedural languages, there are two ways that the developer can use to distribute a procedure, namely, by selecting the procedure from its definition or by selecting the procedure from its application. If a procedure is selected for distribution from its definition, all the calls of the procedure will become remote calls, otherwise, only the specific procedure call will become a remote call.

For objects, since an object needs to be instantiated before it is used and it may be stateful, the object has to be migrated as a whole. As a result of this, all the uses of the object within the current scope should be transformed.

### 3.3. Correctness

The correctness of the generated program depends on the migration process and the synthesized code.

The migration process should ensure that all the needed resources are migrated to the remote node. DCS uses the dependence relation between the components in the program and the program call graph to make sure that the components are migrated using the correct order.

Since the generated code is mainly for parameter marshaling and communication synchronization, the correctness of the generated program depends on how DCS handles these issues using Linda.

For the parameters to be correctly marshaled, they should be defined as a marshalable type in the specific language. For example, if the language is Java, DCS requires that all the parameters are serializable. This ensures that the parameters can be sent through the network and can be retrieved without any changes.

If the original program is correct, all the related resources are migrated, and all the parameters that need to be sent are marshalable, then the generated program is also correct.

### 3.4. Consistency

The preservation of the program logic is guaranteed by DCS because the code generated by DCS does not change the system logic. The UML sequence diagrams of the
original code and the synthesized program are exactly the same.

For example, suppose we have a procedure (proc) with the following specification:
\{Pre\} proc $\{$ Post $\}$.
The program is
$\{p 1\} \operatorname{proc}\{p 2\}$, and we have
$p 1 \Rightarrow$ Pre, Post $\Rightarrow p 2$.
Now we want to use DCS to distribute proc to a remote node and transform the original program. Since the code generated by DCS performs marshaling and synchronization, the sequence of the statements remains the same and the pre-condition Pre and post-condition Post will still hold after code generation:
$\{p 1\}$ DCS_A $\{p 1 \Rightarrow$ Pre $\}$ proc $\{$ Post $\}$ DCS_B $\{$ Post $\Rightarrow p 2\}$, where $D C S_{-} A$ and $D C S_{-} B$ are the code fragments generated by DCS.

## 4. Implementation and case study

A prototype of DCS has been implemented using Java and JavaSpaces. With Java, DCS focuses on the distribution of the OO objects; however, procedural languages can follow the same way to get a similar DCS system.

Since the current DCS uses JavaSpaces, the generated code is a Java code. After the user specifies which object will be distributed and identifies the target location, the object is migrated and the Java program is pre-processed by DCS. It is then compiled by a regular Java compiler to generate the bytecode that can run on a Java virtual machine (JVM) (Figure 3).


Figure 3. Using DCS and regular Java compiler
Next, we use a case study to present the central ideas of DCS. Also, we discuss how the migrated component is represented on the remote node and how DCS generates the code for coordinating the communication.

Suppose we have the following Java class MC defined in our program:

```
public class MC extends Base implements Interf {
    MC();
    MC(T1 p);
    Tlvl=vl_I;
    static void m3(T1 pl,T2, p2);
    T1 m4(T1 p);
    }
```

and the following code for using the class $M C$ :

$$
\begin{aligned}
& T 1 m p 1=I 1 ; \\
& T 2 m p 2=I 2 ; \\
& M C x=\text { new } M C(m p 1) ; \\
& \ldots \\
& m p 1=x . m 4(m p 1) ; \\
& \ldots \\
& \text { MC. } m 3(m p 1, m p 2) ;
\end{aligned}
$$

Both the class definition and the code reside on one single machine and the program is compiled without errors. Now, suppose we want to run object $x$, which is of type $M C$, at a different location where the actual resource resides (for example, suppose $M C$ is defined for handling a complex file structure).

Based on the discussion in Section 3, four steps need to be followed to distribute $x$, namely, object selection, object migration, server code synthesis, and client code transformation. These steps are presented briefly in the following subsections.

## Step 1. Object selection

During this step, the user selects the object that needs to be distributed. In our case, the object $x$ is selected by the user for migration. DCS will ask the user to specify the remote node where the object will run.

## Step 2. Object migration

After the user chooses the object and specifies the target node, DCS checks whether the node is alive. If it is alive, it will migrate the object to the remote node. This includes all the classes and interfaces related to the object. In our example, the Java class files, which include Base.java, Interf.java, Base.class, and Interf.class, will be migrated to the remote node.

## Step 3. Server code synthesis

Once the object is migrated to the remote node, DCS generates the code for the server to use the object. The code invokes the same methods as in the client and follows the same order. The following shows a portion of the code generated by DCS for using MC:

```
try {
MC x;
parameter_list = null;
    WriteEntry cweT = new WriteEntry(ServerID, ClientID,
        ProcessID, parameter_list);
    WriteEntry cwe = (WriteEntry) space.take(cweT, null,
        10000);
    if (cwe != null) {
        T1 p1 = (T1)getParameter(cwe);
    x = new MC(p1);
        ReadEntry cre = new ReadEntry(ServerID, ClientID,
            ProcessID, r);
        space.write(cre, null, 10000);
}
cweT.parameter_list = null;
cwe = (WriteEntry) space.take(cweT, null, 10000);
```

```
if (cwe != null) \{
    T1 pl \(=\) (T1)getParameter(cwe);
    \(T 1 r=x . m 4(p 1)\);
    ReadEntry cre \(=\) new ReadEntry(ServerID, ClientID,
        ProcessID, null);
    cre.setResult(r);
    space.write(cre, null, 10000),
\}
```

Here, the code for initializing and freeing JavaSpaces is omitted. Since DCS knows what object should be created and what methods will be invoked for the objects and their corresponding calling sequences, it can automatically generate the code for the server to manipulate the object in the same way as the original program.

WriteEntry defines the template that can be used by both the client and the server. A connection between a client and a server can be uniquely identified by a tuple (serverId, clientId, processId). serverId is the identification of the server node, clientld is the id of the client node, and processId identifies the client program. parameter_list defines all the parameters of the method.

As we can see, the expressions that are related to the object are embedded in the generated code with the same sequence as that in the original program. The difference is that each statement is surrounded with code for coordinating the communication between the server and the client.

## Step 4. Client code transformation

To complete the transformation, the client code needs to be synthesized to work with the server. The expressions that use the object are transformed to the corresponding code for communicating with the server. As in the case of the server side, a connection between a client and a sever is represented by a tuple. The communication between them is handled by reading and writing tuples using Linda space.

The following is the code generated for the client. Each expression related to the object is transformed into a try code block that writes a request to the space and reads the result from it. Combined with the server, this yields a program that is equivalent to the original one.

[^4]\[

$$
\begin{aligned}
& \text { ProcessID, parameter_list); } \\
& \text { space.write(cweT, null, 10000); } \\
& \text { ReadEntry creT = new ReadEntry(ServerID, ClientID, } \\
& \quad \text { ProcessID, null); } \\
& \text { ReadEntry cre = (ReadEntry) space.take(creT, null, 10000); } \\
& \text { mpl = (TI)cre.getResult); } \\
& \text {; catch (Exception e)\{e.printStackTrace(); return;\} }
\end{aligned}
$$
\]

## 5. System evaluation

In order to demonstrate that DCS can help a programmer to generate code for software development, the system has been evaluated with an application that has several distributed nodes. The result shows that DCS provides good code synthesis support for distributed software development.

Real-time online testing is becoming more and more popular in education. The online test system considered here can dynamically generate the test questions based on the students' previous performance during the test. A realtime testing system is a distributed application that has three major nodes, namely, the test client, the test generator, and the question database.

This experimental study illustrates how to apply DCS for code synthesis in typical distributed applications. In particular, we focus the analysis on how DCS can be used to synthesize the glue code for distributed software development.

The system has three major components (implemented as Java classes). One component is to present the questions to the students and obtain the answers from them. Another one is to generate the next question based on the test generation rules. The last component is to query the database and find the appropriate test question. Each of these components will run on a different machine. We wish to do the programming as if all of these components are running on a single machine and then distribute the components using DCS.

Table 1 compares the code before and after using DCS. The portion of the new code generated by DCS coordinates the communication between the distributed components. The generated system runs on three different nodes and is based on JavaSpaces.

Currently, DCS has some limitations. First, the generated code could have some code redundancy and the possibility of reducing the readability of the program. This is due to the possible complex relationships between the remote objects. This problem can be solved by constraining the distributed objects to have well defined interfaces and require limited or no additional services.

Another concern with the current DCS is the performance of the generated program. Sometimes Linda tuple space does not provide good performance for the communication. We are investigating other methods that

| Table 1. Code synthesis result |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  Lines of code Distribute support Need run-time support <br> Nodes    <br> Original program 1532 No No <br> Generated program 2104 Yes Yes (DCS run-time) | 3 |  |  |  |

Table 2. Distribute code generation systems

|  | Code <br> generation | Underlying <br> mechanism | Code <br> migration | Load <br> balance | Language <br> extension | Language <br> support | Restrict <br> to OO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| JavaParty | Yes | RMI | Yes | No | Yes | Java | Yes |
| AdJava | Yes | TCP/UDP | Yes | Yes | Yes | Java | Yes |
| JR | Yes |  | No | No | No | Java | Yes |
| DCT | Yes |  | No | Yes | No | Java/C/C++/etc. | No |
| Java/DSM | Yes | DSM | No | No | Yes | Java | Yes |
| Charlotte | Yes | DSM | No | Yes | Yes | Java | Yes |
| Remote Evaluation | No |  | Yes | No | Yes | LISP/etc. | No |
| TCDOJ | Yes | RPC | No | No | No | Java | Yes |
| DCS | Yes | Linda | Yes | No | No | Java/C/etc. | No |

can be more efficient in communication than a tuple space, while at the same time, having a similar flexibility.

## 6. Related works

Considerable research has been done in the field of code generation for distributed systems and Java based distributed programming.

JavaParty [10] is a system for using a class modifier, remote, to denote a class that should be used in a distributed fashion. JavaParty is a centralized system and each host in the system runs a JP agent. JavaParty is solely for distributed Java classes and it is possible for it to generate ten Java files for one distributed class.

AdJava [11] can be used to convert a multi-threaded Java program into a distributed Java application. Java Serialization is used to transfer objects and UDP is used for message passing. A special keyword, distribute, is introduced to define remote objects. AdJava supports dynamic object migration.
[9] presents a native-code implementation of Java that supports distributed objects. Remote reference is used to provide the transparency of the remote access of the objects. RPC is used as the underlying communication mechanism. A conceptually global shared object-space is introduced to specify the distributed programs. The system modifies the RPC pass-by-value method to use implicitly generated remote references. The programming model consists of a set of bases and supporting APIs.

JR [12], a programming language that extends Java to provide a concurrency model, is based on SR [13]. It provides dynamic remote virtual machine creation, remote object creation, and remote method invocation. A JR program is written in an extended Java notation and then
translated to a regular Java program. JR provides asynchronous message passing between the objects and an SR-like structure in an object-oriented fashion.

Distributed component technologies, such as CCM [4] and EJB [6], provide frameworks for using components in a distributed fashion. Many distributed programming issues, such as synchronization and load balancing, are handled by these frameworks. Component deployment activities are needed to transfer the components into the run-time environment and to do the component and framework configuration.

In Java/DSM [14], Yu and Cox extend Java to include mechanisms for distributed shared memory. Its goal is to integrate heterogeneous machines into a coherent distributed system. The message-passing code can be automatically generated by the system. A customized JVM runs on each host in the system.

Charlotte [15] is another Java based distributed shared memory implementation. It is developed as a metacomputing resource for parallel computations. Automatic load balancing and fault tolerance is introduced in the system as distributed computing services.

Remote evaluation [16], introduced by J. W. Stamos and D. K. Gifford at MIT, is another way of dynamically migrating code to a remote host and evaluating it for the result. The authors argue why remote evaluation is needed in addition to remote procedure calls and discuss the related issues for this new technique. A LISP based prototype is discussed with some experimental results.

Table 2 compares all the systems described above. As we can see, except for remote evaluation, all the other systems can generate code for distributed programming. Some systems use RPC or RMI as the underlying
mechanism, some use TCP/UDP as the communication basis. Several systems select Java as the programming language and make extensions to support distribution. Also, most of these systems provide either a set of APIs to use or base classes to extend from. In most cases, DCS can be viewed as a tool for automated component deployment and distributed code generation. DCS does not need to modify the original programming language and is conceptually language-independent. It uses a static code migration method and is not restricted to objectoriented techniques. Also, at this time, no distributed services are provided in DCS.

## 7. Conclusion

DCS is a system that enables a program unit to be distributed to a remote location and synthesizes the necessary glue code for this purpose. It focuses on code generation for distributed software development. If the original program is correct, then DCS can generate a program that is correct and consistent with the original one. DCS is language independent and it can be used for either procedure-oriented or object-oriented programming languages. A Java/JavaSpaces based prototype has been implemented and used to help generate code for distributed programming. The evaluation of the system is discussed using a case study together with its limitations.

In order to improve the performance of the generated code, we are exploring other methods besides Linda. The primary purpose of DCS is to synthesize code for distributed process, and we are investigating extensions of DCS for asynchronous communication and for use in large concurrent systems in the future.
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#### Abstract

This paper presents the workflow and architecture of the Relation Semantics Elicitation Prototype (RSEP). RSEP has been developed to address the limitations of the Description Logic based constructs of the Web Ontology Language (OWL) with respect to capturing the intrinsic nature of binary relations. After extracting relation definitions from an input OWL ontology, RSEP interactively elicits the intrinsic semantics of these relations from knowledge providers and appends this elicited knowledge in OWL Full syntax to the input ontology. RSEP has been tested on the IEEE Suggested Upper Merged Ontology (SUMO) and the results are presented in this paper. Preliminary results from using the elicited relation semantics to cluster relations from SUMO and to arrange them taxonomically are also presented to highlight their potential contribution to knowledge interoperability and reuse on the Semantic Web.


## I. Introduction

The Web Ontology Language (OWL) [1, 2] has been adopted by the World Wide Web Consortium (W3C) as the knowledge representation standard for ontologies on the Semantic Web [3]. In the interests of interoperability, OWL syntactic constructs have standard semantics grounded in Description Logic (DL) formalisms [4]. Specifically, the semantics of OWL constructs are mapped to the constructs from the SHOIN (D) DL [5]. OWL extends the semantic expressiveness of the Resource Description Framework (RDF) [6] and the RDF Schema (RDFS) [7], which were among the very first knowledge representation formalisms that were developed for the Semantic Web. While RDF provides constructs to specify metadata about Web pages using Object-Attribute-Value triples, RDFS constructs can be used to define simple domain-specific classes and relations in an ontology.

OWL comes in three flavors viz. OWL Lite, OWL DL and OWL Full. The semantics of all of the constructs provided by OWL DL and OWL Lite are grounded in DL formalisms. However, these flavors are less expressive than OWL Full, which allows the free intermixing of constructs from RDF/RDFS with OWL DL. OWL Full is subject to inference complications since RDF and RDFS constructs lack model-theoretic semantics [8].

Certain limitations of the semantic expressiveness of OWL DL constructs with respect to capturing the semantics
of relations, specifically pertaining to their intrinsic nature, have been pointed out by Kothari and Russomanno [9]. Specifying the intrinsic nature of relations in Semantic Web ontologies may enable increased expressiveness of knowledge representations, the creation of relation taxonomies and the development of algorithms that can analyze the similarity of relations. In addition, novel inference procedures with capabilities beyond deductive closure may be enhanced by specifying the intrinsic nature of relations.

The Relation Semantics Elicitation Prototype (RSEP) has been developed to elicit additional relation semantics from knowledge providers, and then append these semantics to existing OWL DL ontologies resulting in an OWL Full ontology. RSEP has been tested on the IEEE Suggested Upper Merged Ontology (SUMO) $[10,11]$ and the results are presented. Based upon these results, the effectiveness of elements on improving the understanding of the intrinsic nature of relations is discussed.

## II. Relation Elements

Relation Element Theory was proposed by Chaffin and Hermann [12] as a means to explicitly specify the intrinsic nature of relations. To describe the intrinsic nature of relations, RSEP uses a basis set of elements (called the RSEP set) drawn in-part from the proposals of Chaffin and Hermann [12], Storey [13], DiMarco [14] and Huhns and Stephens [15] that has been described in [16].

Each element in the RSEP set can take a value from \{yes, no, $N / A\}$ to describe a relation. An element takes the value yes when the relation captures the specific aspect of the relationship between the domain and range entities; or no when this aspect is not captured by the relation. Lastly, an element takes the value $N / A$ when the specific aspect is not applicable to the relationship between the domain and range entities. Subjectivity is involved in the assignment of element values; however, this subjectivity is made explicit in the OWL Full ontology created by RSEP. Therefore, elements provide a framework for explicit declaration of the intrinsic semantics of relations; enabling better analysis and understanding of their intrinsic nature.

OWL DL constructs alone cannot be used to specify elements to describe relations because this requires the treatment of relations as concepts themselves, which is explicitly disallowed by the DL formalisms that OWL DL constructs are based upon. Therefore in RSEP, elements are defined in RDF syntax [17]. Figure 1 displays the elements from the RSEP set as a hierarchy.


## III. Prototype Architecture

The architecture of RSEP is shown in Figure 2. RSEP first converts the element definitions and relation definitions in an input ontology into sets of RDF "triples." This is done with the SWI-Prolog RDF Parser [18]. Next, relation definitions with associated domain and range entities are extracted from the RDF triples, using Prolog predicates. If RSEP element values have been previously asserted then they are also extracted in this step. The extracted relations are then displayed to the user for edit.


RSEP makes use of a GUI implemented in Java, which subsequently uses the Java Prolog Interface (JPL) [19] to invoke the Prolog predicates that extract the relations from the ontology. The Prolog predicates output the extracted relation definitions in an intermediate format that is accessed by the JPL and is displayed to the knowledge provider via a user interface as shown in Figure 3.

If available, RSEP also extracts relevant comments about the relations from the input ontology in addition to values asserted for the RSEP elements. This information is displayed to the knowledge provider as a description about the relations. The descriptions about each RSEP element can also be accessed by the knowledge provider to help her in the process of value assertion. The knowledge provider can choose to assert
element values for any relation from the displayed set of relations. The root elements from the hierarchy (in Figure 1) are displayed first to the knowledge provider. If the provider asserts the value yes for the root element then child elements are displayed to the knowledge provider to elicit additional semantics. If the knowledge provider asserts no or $N / A$ as the value for the root element then the child elements take the same value as the root element and are not displayed. The child elements further refine the semantics of a given relation.


The knowledge provider's assertions are saved in an intermediate format, converted by RSEP into OWL Full syntax and then appended to the original ontology file. The namespace that holds the definitions of the basis set of elements is also appended to the header section of the input ontology. Note that RSEP will display previously asserted element values to the provider if the elements in question belong to the RSEP set. The knowledge provider can choose to edit these values after which they can be saved and appended to the original ontology file.

## IV. Rsep Test

As a baseline test, RSEP was used to elicit element values to describe relations from the IEEE SUMO ontology. SUMO consists of approximately 145 relation definitions. Of these, RSEP does not extract relations whose domain and range entities have not been defined. Only the remaining relations are extracted and displayed to the knowledge provider. Figure 4a shows some relations from SUMO being displayed by

RSEP. In this figure, the ancestor relation has been chosen and its details are displayed in the bottom right frame.

The knowledge provider can choose to assert element values for any displayed relation by right clicking on the relation name in the top right frame. Figure 4 b shows the root elements being displayed by RSEP to the knowledge provider for element value elicitation. If the provider asserts the value yes for a root element then the child elements are presented as shown in Figure 4c. If a value has already been asserted for
an element then RSEP displays that value as shown in Figure 4d. Once the knowledge provider is finished with the element value assignments, she can choose to save them.

RSEP converts the knowledge provider's assertions into valid RDF and OWL syntax and appends these assertions to the input ontology resulting in an OWL Full ontology. The OWL and RDF/RDFS syntax of these assertions have been validated using the online OWL and RDF Validator [20, 21].

(b)

(d)

(a)

(c)

Figure 4. Screenshots of RSEP
V. ANALYSIS

Initial tests of RSEP on SUMO yielded new insights into the effectiveness of element values in disambiguating between relations. For example, sets of relations with identical element values after the elicitation process are shown in Figure 5. Note that the relations sister and sibling appear in the same set; as do the relations spouse, husband and wife and so do the relations father, mother and ancestor. The relations between timebased entities appear in their own set.

However, note that relations such as wants (CognitiveAgent, Physical) and needs (Cognitive-Agent, Physical) also appear in the same set and are quite hard to disambiguate. The
description of the needs relation from SUMO states that the Cognitive-Agent entity needs the Physical (i.e., physical object) entity for its continued existence. This is not the case with the same entities in the wants relation. Further disambiguation is possible between these relations if more elements are used. In this manner, the addition of more elements to the set will eventually result in orthogonal sets of element values for every relation in the ontology.

However, the addition of more elements may make the element sets unwieldy and add to the complexity of inference procedures that reason with these representations of relations. The generic, domain independent nature of the representation
capabilities of the elements may also be compromised by this approach. Moreover, most Semantic Web ontologies are very domain-specific comprising relatively few relation definitions, such as the Beer ontology [22], in which all the elements in the RSEP set were not used by knowledge providers in some of our other tests. A compromise needs to be reached between complexity bounds and disambiguation requirements in such cases.


The RSEP set of elements is not intended to be a definitive and comprehensive set of elements capable of describing every known relation. But it can be considered to be a step towards the identification of such a universal basis set of elements and an attempt to make the intrinsic semantics of relations in an ontology more precise and explicit.

## VI. Applications

The use of elements to capture the intrinsic nature of relations has been shown to be useful in the implementation of novel inference procedures such as plausible inference [23]. Plausible inference derives implicit knowledge from assertions that are not entailed by formal logical inference procedures. These inferences are beyond the deductive closure of formal inference mechanisms. Russomanno and Kothari [24] have implemented plausible inference using elements in RDF/RDFS syntax to demonstrate its viability from the perspective of the Semantic Web.

Elements that capture the intrinsic nature of relations can be used to construct domain specific relation taxonomies using an attribute exploration methodology similar to the technique described by Ganter and Wille [25]. It should be noted that relation hierarchies can be specified using the RDFS construct <rdfs: subPropertyOf>. However, this specification is subjective to the interpretation of human knowledge providers and domain experts. The attribute exploration technique is a formal mathematical procedure that reduces the subjectivity of human assertion in the creation of the hierarchy. Relation hierarchies will contribute to the interoperability and reuse of asserted knowledge, furthering the cause of one of the primary objectives of the Semantic Web.

As a preliminary test, the element values elicited by RSEP to describe the intrinsic nature of 96 relations from SUMO were used with an attribute exploration algorithm to
group these relations together as relation sets. The relations in every set are described by the identical sets of element values. Subsumption relations between these sets of SUMO relations were used to arrange them taxonomically as a lattice as shown in Figure 6. In this figure, the top of the lattice consists of all the 96 relations from SUMO for which element values were assigned by knowledge providers using RSEP. The bottom of the lattice is the empty set. The set of relations at each node of the lattice is subsumed by the set at the node below to which it is connected by an edge. Again, the set of relations at any node subsumes the set at the node above to which it is connected by an edge.


At node 23 in Figure 6 (with the arrow pointing to it), the relations larger and smaller are grouped together. Both these relations capture the comparative nature of the relationship between the domain and the range entities. Both relations are described by the RSEP elements contrast and spatial. In this manner, the implicit similarity of the intrinsic semantics of these two relations is made explicit. From this, it can be seen that elements not only promote a better understanding of the intrinsic semantics of relations but also contribute to the grouping together (and possible subsequent integration) of relations with similar semantics using methodologies such as attribute exploration.

Element value assertions can also be used to compare the semantic similarities and dissimilarities between relations on the basis of their intrinsic nature. Kothari and Russomanno [26] have presented a naïve algorithm that can be used to compute a discrimination coefficient between pairs of relations by comparing corresponding pairs of the asserted element values and asserting numerical scores based upon identical and different values. These scores are summed to compute a discriminator coefficient. A set of these coefficients coupled with a suitable threshold parameter can be used to create clusters of relations within a knowledge domain and also in the integration of ontologies with synonymously or polysemously named relations, again contributing to knowledge sharing and reuse on the Semantic Web.

As a preliminary test, this naïve algorithm was implemented with the element values assigned to 96 relations from

SUMO and then, the K-Means Hierarchical Clustering Algorithm [27] was used to cluster these relations together using a suitable threshold value. A sample output of the relation clusters is displayed in Figure 7.


Figure 7. SUMO relation clusters obtained by using assigned RSEP element values

Grouping relations with similar semantics in clusters reduces the dimensionality of relations in equivalent ontologies during the ontology integration process. RCM clusters 96 relations from the SUMO ontology having assigned RSEP element values into 24 clusters when a threshold value of 12 is used as shown in Figure 7. If another high-level ontology is to be integrated with SUMO, it will be easier to identify a cluster to which a relation from the new ontology may belong than to look through all the 96 relations for a possible match.

These approaches to integrate relations across ontologies may complement the methods implemented by Maedche et al. [28] as part of the Mapping Framework (MAFRA) for Distributed Ontologies and the methods discussed in the technical report by De Bruijn and Polleres [29].

## VII. Related Work

The purpose of RSEP is to add semantics to relations in terms of their intrinsic nature. These relation semantics are captured using elements from the RSEP element set proposed in [16]. In a similar way, basic relations such as part-of and dependence proposed as part of the Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE) [30] may be used to describe the semantics of other relations in the same manner as RSEP elements. Comparing the capabilities of DOLCE with RSEP, RSEP elements are broader in scope than DOLCE with respect to specifying relation semantics. There appear to be no equivalents of the RSEP elements in DOLCE that can describe "similar," "contrast," "attachment" or "possession" relations. The strongest emphasis of DOLCE rela-
tions is in their ability to distinguish between short-term and long-term relations. For example, DOLCE relations can be used to distinguish between short-term and long-term meronymic relations However, this capability can be emulated by combining the temporal and meronymic root elements from RSEP and appropriate combinations of the child elements of temporal viz. temporal-permanent and temporal-transitory.

The DOLCE basic relations can be used to classify relations at a superficial level but may not provide the same extents of relation disambiguation that have been discussed in Section 5. The axiomatization of DOLCE relations is very desirable in the interests of interoperability and reuse. However, these axioms of relations (and their properties) can be represented only in First Order Logic (FOL) and not in OWL DOLCE has been implemented using the Knowledge Interchange Format (KIF) [31], which is capable of representing axioms in FOL. Only part of DOLCE (called DOLCE-Lite) has been implemented in OWL DL. The axioms may be appended as KIF comments in OWL ontology files. Similar axiomatization of the RSEP elements may be taken up in the future.

The RSEP set of elements are analogous to the properties of concept attributes proposed in the OntoClean methodology [32]. The OntoClean methodology proposed properties such as "essence," "rigid," "identity" and "unity" that could be used to describe concept attributes and subsequently validate subsumptions between concepts in a concept hierarchy. RSEP elements promote deeper understanding of the semantics of relations in the same way that the OntoClean methodology enables a better understanding of concept attributes and concept subsumptions. However, RSEP elements promote a deeper understanding of all relations, not just subsumptions.

## VIII. Conclusions

Analyses of the semantic expressiveness of OWL have revealed limitations with respect to specifying the semantics of relations pertaining to their intrinsic nature. In addition to enabling more effective knowledge representation techniques and additional inference procedures on the Semantic Web, capturing the intrinsic nature of relations using element values has potential benefits in terms of novel inference procedures and will contribute significantly to the cause of knowledge sharing and reuse on the Semantic Web.

The Relation Semantics Elicitation Prototype (RSEP), which elicits intrinsic relation semantics from knowledge providers and appends them to input OWL ontologies is introduced in this paper. Initial results of applying this prototype to the SUMO ontology have been presented. Preliminary results from using assigned element values that describe relations from SUMO to cluster and taxonomically arrange these relations have also been presented to showcase their utility to knowledge interoperability and reuse. Future results from the implementation of the attribute exploration and the relation clustering algorithms that use element value descriptors of relations from other ontologies may validate this hypothesis.

The RSEP element set is capable of describing many binary relations, but is neither definitive nor comprehensive in its scope. The RSEP set can be considered to be a step toward the identification of a universally acceptable, suitably abstract set of elements that can describe the intrinsic nature of relations.

Using element value assertions for clustering relations may be dependent upon appropriate disambiguation among relations, which in turn may be improved by using more elements to describe relations. However, this may lead to more computational complexity of the inference procedures that reason upon the set of element value assertions. A compromise will need to be reached between complexity constraints and disambiguation requirements in such cases.

In summary, elements promote better understanding of relations by providing a framework within which intrinsic relation semantics can be captured and better understood. This framework can be used by quantitative methods to order and partition relations in an ontology and to disambiguate among relations within and between ontologies.

Future directions include testing RSEP on more domainspecific and/or medium-level ontologies. This is expected to provide more insights into its effectiveness at enhancing the understanding of the intrinsic nature of relations beyond the scope of simple definitions of relations that exist in most ontologies available today; in addition to evaluating its usefulness and efficiency as a knowledge elicitation tool.
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#### Abstract

Modern information technology has equipped the world with more powerful telecommunication and mobility. We interact with various information systems daily especially those dealing with global positioning systems. Geographical information system is one of important element in those positioning systems. Hence spatial retrieval becomes more and more important in telecommunication systems, fleet management, vehicle navigation, robot automation, and satellite signal processing. Nowadays, spatial query is not longer done with lengthy and complicated syntax. However it is easily done with sketching and speech. The spatial queries are more dealing with daily routines like searching for buildings and routes, analyzing customer preferences and so on. This kind of query is called configuration or structural spatial query that needs powerful retrieval technique as it involves high volume of database accesses to locate the suitable objects. Configuration query retrieval is in content based retrieval family that is also an active research area in spatial databases. This research developed an enhanced configuration similarity retrieval model using single measure in contrast with the multimeasure models in the domain of spatial retrieval.
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## I. Introduction

Presently multimeasure configuration similarity is widely used in object retrieval from spatial databases. This paper presents design of the enhanced configuration query retrieval model namely, Single Measure Structural Similarity (SMSS) model for spatial retrieval systems. The model is proven to be more effective than existing multimeasure models in several areas that are reduced similarity measures, reduced object associations, and eliminated object approximation. This research developed a unique structure, Spiral Web that caters the object arrangement need of a spatial query. It produces single measure for spatial object retrieval by configuration similarity. The single measure reduces the processing time, efforts and complexity in structural similarity assessment.

The existing researches [1, 4, 5 and 6] used multimeasure that is multi spatial relations like direction, distance and topology for structural similarity assessment. Hence there is no single measure that can substitute these multi relations as to date of this research. The invention of a single similarity measure is essential as it reduces processing time, effort and complexity. Furthermore the issues of integration and calibration of multi measures can be resolved. However the single measure structural similarity must be able to substitute the existing multi measures without sacrificing or trading off the efficiency of spatial retrieval.

In view of the loop holes found in the generic multimeasure models, the enhanced model is taken for comparisons in Table 1. The generic framework for configuration similarity includes all major types of spatial relations and also handles the fuzziness of the spatial relations in a query. It consists of multi relations defined in binary strings for topology, direction and distance, encoding of binary relations using conceptual neighborhood and algorithm to compute similarity for the binary relations. The claimed advantages of the generic framework are the expressiveness of the binary string encoding when given a binary string, a spatial configuration can be easily inferred, and vice versa; the efficient automatic calculation of neighborhoods and relation distance, and the uniform representation of all three types of relations (topological, directional, distance) in various resolution levels.

Though the generic structural similarity models use multi spatial similarity measures like topology, cardinal direction and distance for spatial query retrieval by structural similarity retrieval in spatial databases [1][4], but the multi measures lack of proper integration mechanisms causing high inexactness in retrieved spatial configurations, increased computation time and processing efforts as the number of measures used increases. The number of objects to be searched in a spatial database, N for n number of objects in a query is [ $\mathrm{N}!/(\mathrm{N}-\mathrm{n})!$ ]. If $\mathrm{N}>\mathrm{n}$, the candidate is $\mathrm{N}^{\mathrm{n}}$ where retrieval of structural queries is exponential to the query size. Structural query processing becomes more expensive if inexact matches are to be retrieved in common practical applications.

TABLE 1 GENERIC VERSES ENHANCED MODEL

| Components of Generic Model | Components of Enhanced Model |
| :--- | :--- |
| Definition of multi <br> measures/relations like cardinal <br> direction, distance and topology. | Definition of single measure |
| Determine conceptual <br> neighborhoods and encoding of <br> query object into binary string of <br> multi measures | Definition of Spiral Web structure <br> with encoding of query objects into <br> object values (OV) |
| Algorithm to assess structural <br> similarity with multi relations | Algorithm to assess structural <br> similarity with single measure |
| Problems | Solutions |
| Multi measures lack of integration <br> and increase similarity processing <br> complexity | Introduces single measure that does <br> not require integration and reduces <br> similarity processing complexity |
| Conceptual neighborhood of <br> objects in query increase <br> processing time, effort and <br> complexity | Introduces Spiral Web that has <br> improved object association <br> computation |
| Object approximation with <br> bounding box cannot support <br> concave objects | Introduces Spiral Web structure <br> that is object approximation free |

In the encoding of binary relations and similarity assessment, the generic models associate the query objects for forming object pairs with either complete or reduced association relations. In fact, both the complete and reduced object association relation computation still have rooms for improvement on how to determine and define the most meaningful association computation that can improve the exactness of retrieved spatial configurations [1]. Hence this can reduce the number of associations for encoding and similarity assessment complexity of spatial query retrieval by structural similarity. On top of that, the objects in a spatial query are approximated into bounding boxes where those that are unlikely to satisfy the query are eliminated and a set of potential candidates are selected in the filtering step of spatial query retrieval. Since bounding rectangles are only the approximations, they cause some potential objects being eliminated at the early stage of spatial query retrieval. This is crude approximation that often leads to incorrect matching when concave region objects are involved [3].

The SMSS model covers spatial query representation in spiral web, encoding of configuration similarity into single measure and assessment of configuration similarity.
II. How does the spiral web representation work

The Spiral Web structure is the foundation component of the proposed model that can overcome the shortcomings in the existing spatial query retrieval by configuration similarity.

The existing structural similarity models utilize the bounding rectangles to approximate a query. Approximation filters and speeds up the searching of similar configurations from spatial databases. However there are situations where approximation
causes incorrect filtering. Bounding rectangles are only the approximations; they cause some potential objects being eliminated at the early stage of spatial query retrieval. The approximated queries lose their original positioning when the topology, direction, distance and other metrical refinements between bounding boxes do not necessarily coincide with the topological relation between the actual objects. This crude approximation often leads to incorrect matching when concave region objects are involved.

Spiral Web structure does not have this problem, as it is object approximation free. It eliminates the use of approximation and bounding boxes and uses actual geometric structure in representing a spatial query. It is a unique way of spatial query representation. It provides single similarity measures to represent all targeted objects. Hence it is more sensitive to the relative positions of query objects in a query. Fig. 1 shows a query and its Spiral Web. In Fig. 2, the relative distances and geometry among the objects in the query change slightly, therefore the Spiral Web created for representing that query also changes. These two samples show that the Spiral Web is sensitive to the changes of relative settings in a query with the distinguishable values in Table 2.


Fig. 1. Sample 1: (a) Spatial Query (b) Spiral Web


Fig. 2. Sample 2: (a) Spatial Query (b) Spiral Web

TABLE 2 DISTINCTIVE MEASURED VALUE FOR QUERY 1 AND QUERY 2

| Object | OV for Query 1 | OV for Query 2 |
| :--- | :--- | :--- |
| $\mathbf{0}$ | $8.556370,15.99990$ | $8.556370,15.99990$ |
| $\mathbf{1}$ | $5.000010,3.239480$ | $5.000010,3.116270$ |
| $\mathbf{2}$ | $7.264850,8.230100$ | $7.311050,8.290780$ |
| $\mathbf{3}$ | $7.000010,1.915820$ | $7.000000,1.693650$ |
| $\mathbf{4}$ | $9.000000,3.952420$ | $8.999990,3.842360$ |

Every query is represented in a Spiral Web with multi cells, $\mathrm{SW}_{\mathrm{i}}=\left\{\mathrm{C}_{1}, \mathrm{C}_{2}, \ldots, \mathrm{C}_{\mathrm{n}-1}\right\}$ and a single similarity value is computed for each object in the query, $\mathrm{SOV}_{\mathrm{i}}=\left\{\mathrm{OV}_{1}, \mathrm{OV}_{2}, \ldots\right.$, $\left.\mathrm{OV}_{\mathrm{n}-1}\right\}$ where every Spiral Web built would have a set of single similarity measures associated to it. A cell is identified by an index consists of zone and ring identity numbers, $\mathrm{C}_{\mathrm{i}}\left(\mathrm{Z}_{\mathrm{i}}\right.$, $\left.\mathrm{R}_{\mathrm{i}}\right)$. The height and partitions depend solely on the number of objects in a spatial query. An OV for each object in the spatial query has a zone value and ring value, $O V(Z N, R N)$ encoded from the Spiral Web. The encoded OV is compared with the objects in the spatial database through similarity assessment. The Spiral Web simplified the encoding and similarity assessment of query as it eliminates the multi measures that are used in the generic models. A Spiral Web has a few components that play the important roles, $\{\mathrm{Q}, \mathrm{RO}, \mathrm{Ctr}, \mathrm{D}, \mathrm{Di}$, $\mathrm{C}, \mathrm{H}, \mathrm{P}\}$. Firstly, a spatial query, Q is taken in for processing, reference object, RO, center, Ctr , diameter, D and maximum distance, Di are extracted from the query. Then a Spiral Web consists of core, C that has height, H and partitions, P is created for each structural query.

## A. Core

A spatial query, $\mathrm{S}_{\mathrm{i}}$ has multiple, n targeted objects, $\mathrm{T}_{\mathrm{n}}$, therefore $\mathrm{S}_{\mathrm{i}}=\left\{\mathrm{T}_{1}, \mathrm{~T}_{2}, \ldots, \mathrm{~T}_{\mathrm{n}}\right\}$. Once a query input is accepted, identifying the reference object from the query is the initial task. The reference object (RO) is identified from the first drawn object in a query. This is because the first object is the initial or starting location when a user sketches or draws a spatial query for structural similarity assessment. It has no reference to base on when it is drawn while the rest of the objects are drawn relatively base on its location. The rationale of assigning a reference object in each query is to allow comparison of center and off-center objects in the query to preserve their relative direction, distance and topology details. The main idea of creating the Spiral Web is to represent a query with single measure that is meaningful for structural similarity assessment. Hence the core is important for determining that single measure. The extracted reference object is required for determining the center, diameter and maximum distance in constructing a Spiral Web.

A center (Ctr) is determined from the centroid of reference object. It consists of a pair of coordinates, $\operatorname{Ctr}(\mathrm{x}, \mathrm{y}) . \mathrm{Ctr}$ is important for constructing a Spiral Web for a query where it is the center of a Spiral Web. Once a reference object and its centroid and diameter are determined, the core of the Spiral Web can be constructed. The core determines the width and height of the whole Spiral Web; hence it determines the object values of a query. From the identified RO and Ctr, the diameter, D of a reference object is measured. The diameter is one of the components used to determine the height of a Spiral Web. The obtained diameter is used to determine the core of the Spiral Web.

The second component to determine the height of the Spiral Web is the maximum distance from the reference object to the
furthest object. In a query, there is a set of distances from reference object to targeted objects, $D_{i}=\left\{d_{1}, d_{2}, \ldots, d_{n-1}\right\} . D_{i}$ is the highest measured distance value from the reference object to all the targeted objects in a query. The distance is measured with Euclidean Distance. The object pair is determined with the improved reduced association relation that is ( $\mathrm{N}-1$ ) where N is the number of object in a query.

## B. Height

Height is the number of rings of a Spiral Web. It is determined with the diameter and maximum distance obtained from the query. $\mathrm{H}=\mathrm{Di} / \mathrm{D}$ where H is the height, Di is the maximum distance and D is the diameter. From the H value obtained, a Spiral Web with rings is built. The height of each Spiral Web differs as the diameter and maximum distance vary in each spatial query. A ring is a circular structure derived specifically for a Spiral Web. The rationale for creation of ring for a Spiral Web is to complement the zone to describe a query. With the partitions with zone alone is insufficient to describe a query that has objects falling on more than a zone.

## C. Partition

People manipulate concrete relations rather than continuous quantitative direction that is angles to express and reason about directions. Most previous work defines qualitative directions using either object projections or centroids. Each approach has its advantages and shortcomings. In this research, a centroid-based method is applied where the direction between two objects is determined by the angle between their centroids since projections are more complicated. This is because the Spiral Web aims to encode the query by its relative relations between query objects that do not use any projections. The set of relative direction relations defined as north, north northeast, northeast, east northeast, east, east southeast, southeast, south southeast, south, south southwest, southwest, west southwest, west, west northwest, northwest, and north northwest. The directions are used to formulate the zone in the Spiral Web.

The zone is divided according to the direction model that is 4 zones consist of north, east, south and west. The 8 zones model consists of additional directions like northeast, southeast, northwest, and southwest. The 16 zones consist of north, northeast, north northeast, east northeast, south, southeast, south southeast, east southeast, east, northwest, north northwest, west northwest, south southwest, southwest, west southwest and west. The criterion used to derive zones is the number of objects exists in a structural query. The rationale for various numbers of zones is: The lesser number of partitions, lesser details can be provided; but the more number of partitions, the higher the processing effort is required. It is desirable to have more detailed partitions, but it is mandatory to minimize the processing effort required. Hence only an optimized number of partitions is used. Initially a Spiral Web with 4 zones is built for every query. Then
computation of single measure value follows. The conditional checking continues for "IF two objects fall into same zone" and "IF two objects have same object values". These are the deterministic criteria for the number of zones to be created in a Spiral Web. The rationale for adopting these criteria is to ensure all objects in a query are represented with distinguishable values. If a Spiral Web fail to meet the criteria, then it will be recreated with more zones at an exponential factor of $4^{n}$ as the directional categories are also subdivided with $4^{n}$ where $n$ is the number of times the Spiral Web is recreated and it starts with the value of 1. If there are only five objects exist in a structural query, the number of zones is computed accordingly from 4,8 to 16 zones. The created Spiral Web consists only 8 zones as it is sufficient to determine a single measure value for the structural query where Object B falls in Zone 8, Object C falls in Zone 1 and Object D falls in Zone 2 and 3 and Object E falls in Zone 4 where no object fall into similar zone, and no similar single measure value for any object in the query.

## D. Association

An association relation is a link between two or more objects. It is formed with complete or reduced association methods. A standard relation includes a pair of objects. Multi relations are involved when a group of objects is brought into relation with single object like a house is related to a park in the housing estate. Association can be made with the most commonly used spatial relations in structural similarity assessment like topology, relative direction and relative distance [1][3][4][5].

With the complete association technique, the number of possible association relations in a spatial scene is $\mathrm{R}=\left(\mathrm{N}^{*}(\mathrm{~N}-\right.$ 1)) for N number of object exists in every query. A query consists of four objects; the complete association approach has 12 association relations, the reduced association with $\mathrm{R}=$ ( $\left[\mathrm{N}^{*}(\mathrm{~N}-1)\right] / 2$ ) reduces the association relations to 6 whereby the proposed improved approach assesses only 3 associations. The reduced association computation still allows room of improvement to further remove redundancies though it has reduced by half of the number as compared to complete association computation.

With the proposed computation, $(\mathrm{N}-1)$ is sufficient to assess the structural similarity of a query hence the reduced association, $[(\mathrm{N}-2) *(\mathrm{~N}-1)] / 2$ is further reduced. The number of redundant relations increases by the number of similarity measures, P used that is $\left(\left((\mathrm{N}-2)^{*}(\mathrm{~N}-1)\right) / 2 * \mathrm{P}\right)$. For a query consists of 8 objects processed with multi measures consist of topology, direction and distance, there are 63 associations. However the number of association reduces from $\left(\left(\mathrm{N}^{*}(\mathrm{~N}-\right.\right.$ $1)) / 2$ ) to ( $\mathrm{N}-1$ ) for a single similarity measure with the improved reduced association relation

The proposed structural similarity assessment uses the improved reduced object association technique. It has been improved in term of the number of association relations that
needs to be assessed to further reduce redundancy. Instead of evaluating all the relations, the improved object association only considers the relation from reference object to all targeted objects in a query with $\alpha=\beta-1$ where $\alpha$ is the number of relations to be created or assessed, $\beta$ is the number of objects in a query. This research aims to prove that this neighborhood relation arrangement is effective to represent a structural query and reduces complexity in processing as it reduces number of associations. The cyclometric complexity determination used in Software Engineering is applied to show the complexities in each object association relation to prove that the proposed improved object association is less complicated as compared to the complete and reduced approaches where C is Cyclometric Complexity, E is number of edges or links and N is number of nodes. The proposed approach has the cyclometric complexity of " 1 " in all queries despite the number of objects exist in them.

## E. Area

Area is one of the components in Spiral Web structure [2]. It is required to compute the single measure for a query. Area is one important descriptor of 2-D geometric structure [2]. Area of Occupied Zone (refer as $\mathrm{A}_{\mathrm{z}}$ ) means the area of a zone being touched by an object and (refer as $\mathrm{A}_{\mathrm{T}}$ ) is the size of the object. Area of Occupied Ring (refer as $A_{R}$ ) means the area of a ring being touched by an object. Fig. 2 shows five objects obtained from a spatial query where Object 2 touches on ten rings and two zones, the area of occupied zone is the area of the object that falls on the two zones and the area of occupied ring is the area of the object that falls on the ten rings.

## III. HOW DOES THE SINGLE MEASURE WORK

The single similarity measure is developed to enhance the multi measures used in existing structural similarity assessment as multi measures grows exponentially complicated when number of query objects grows. Furthermore, the multi measures require higher processing effort and lack of proper integration. The improved reduced association relation technique improves on the number of association relations that needs to be assessed to further reduce redundancy in encoding of query similarity. The single measure structural similarity is made possible with a structure for mapping a spatial query, Spiral Web. It provides a significant single object value, OV to represent each spatial query and objects.

## A. Multi Zones Single Ring (MZSR) Configurations

The OV for a query object that falls into multi zones single ring is modeled as in Equation 1. As there are more than a zone involve, $\Sigma$ (Zone) is computed by summing up all the zones being touched by the object. Since it involves only single ring, $\sum$ (Ring) is computed by the only ring being touched by the object.

$$
\begin{gather*}
O V=\left(Z V_{n}, R V_{n}\right) \\
Z V=\sum_{n=1}\left[\left[Z N_{1}+Z N_{2}+\ldots+Z N_{n}\right]\right] \pm \operatorname{tol}_{z}  \tag{1}\\
R V=\sum_{n=1}\left[\left[R N_{1}\right]\right] \pm t o l_{R}
\end{gather*}
$$

## B. Multi Zones Multi Rings (MZMR) Configurations

The OV for an object that falls into multi zones single ring is modeled in Equation 2. Since the computation concerns on computing the OV for an object that falls into more than one zone and more than one ring, the number of zones and rings touched by the target object is crucial to determine the OV. For more than one zones involve, $\Sigma$ (Zone) is the sum of all the zones being touched by the object. On the other hand, it also involves more than one ring, $\Sigma($ Ring ) is computed by summing all the rings being touched by the object.

$$
\begin{gather*}
O V=\left(Z V_{n}, R V_{n}\right) \\
Z V=\sum_{n=1}\left[\left[Z N_{1}+Z N_{2}+\ldots+Z N_{n}\right]\right] \pm t o l_{z}  \tag{2}\\
R V=\sum_{n=1}\left[\left[R N_{l}+R N_{2}+\ldots+R N_{n}\right]\right] \pm t o l_{R}
\end{gather*}
$$

## C. Single Zone Single Ring (SZSR) Configurations

Equation 3 shows the designed computation of OV for an object that falls into single zone single ring. Consequently both the number of zone and the number of ring touched by the target object are used to determine the OV. Since there is one zone involve, therefore $\Sigma$ (Zone) is modeled by the only one zone being touched by the object and $\Sigma$ (Ring) is computed by the only ring being touched by the object.

$$
\begin{align*}
& O V=\left(Z V_{n}, R V_{n}\right) \\
& Z V=\sum_{n=1}\left[\begin{array}{ll}
Z N & 1
\end{array}\right] \pm \text { tol }{ }_{z}  \tag{3}\\
& R V=\sum_{n=1}\left[\begin{array}{ll}
R N & 1
\end{array}\right] \pm \text { tol } R
\end{align*}
$$

## D. Single Zone Multi Rings (SZMR) Configurations

Equation 4 is designed to compute OV for an object that falls into multi zones single ring. The equation mainly concerns on computing the OV for an object that falls into single zone and multi rings. Due to only one zone involve, therefore $\sum$ (Zone) is computed by the only one zone being touched by the object. It involves more than one ring, so $\sum$ (Ring) is computed by summing up all the rings being touched by the object.

$$
\begin{gather*}
O V=\left(Z V_{n}, R V_{n}\right) \\
Z V=\sum_{n=1}\left[Z N_{1}\right] \pm \text { tol }_{z}  \tag{4}\\
R V=\sum_{n=1}\left[\left[R N_{1}+R N_{2}+\ldots+R N_{n}\right]\right] \pm \text { tol }
\end{gather*}
$$

IV. How does structural similarity assessment work

The structural similarity assessment is based on the proposed similarity measure in Section III. The similarity assessment is straightforward and simple as compared to the multi measures similarity assessment, this help to reduce the complexity, time, and effort. Furthermore it eliminates the multi measure integration in similarity assessment. The most important one is it still preserves the essential direction, distance and topology contents of a query in the structural similarity assessment.

Generic structural similarity assessment employs a multi-step strategy that makes use of the dependencies among the different types of spatial relations like coarse topology, detailed topology, metrical refinements, cardinal directions and relative distances in the interpretation of a query. With the single measure structural similarity made available with the Spiral Web, the structural similarity assessment procedures are simplified. Instead of assessing the similarities from multi measures, the similarity is assessed with single measure only. A query description is obtained from the Spiral Web representation. Searching can start when spatial database queries are formulated. If a result is found, then the single similarity measure is compared. The false hits are eliminated while the remaining hits are prioritized and being presented to user.

Furthermore it eliminates the integration problem of multi measures while preserving the importance of topology, direction and distance details obtained from a spatial query. This proposed model emphasizes on preserving the importance of topology, direction, and distance details in a spatial query with a single measure structural similarity. Consequently, this section discusses on how topology, direction and distance affects the single measure structural similarity by looking into how the OVs change as these parameters change as in Equation 5. The change of OV is determined by the change in ZV , the Zone Value and RV, the Ring Value. $\Delta \mathrm{Z}$ is the change of ZN , the Zone ID; $\Delta \mathrm{R}$ is the change of Ring ID, RN, $A_{Z}$ means the area of a zone being touched by an object, $\mathrm{A}_{\mathrm{R}}$ is the area of a ring being touched by an object and TA is the size of the object. TZ is the total number of zone and TR is the total number of ring in a Spiral Web. $\Delta \mathrm{t}_{\mathrm{Z}}$ is the change in tolerance value for a zone value and $\Delta t_{R}$ is the change in tolerance value for a ring value.

$$
\begin{aligned}
& O V_{\text {new }}=\left(Z V_{\text {new }}, R V_{\text {new }}\right) \\
& \text { where }^{Z} V_{\text {new }}=Z V_{\text {org }}+\Delta Z \pm \Delta t_{Z} \\
& R V_{\text {new }}=R V_{\text {org }}+\Delta R \pm \Delta t_{R} \\
& \Delta t_{Z}=\left[\frac{1}{T Z_{\text {new }}}-t_{Z_{\text {old }}}\right] \\
& \Delta t_{R}=\left[\frac{1}{T R_{\text {new }}}-t_{R_{\text {old }}}\right]
\end{aligned}
$$

Equation 6 is the change of OV for an object that is affected by a change in topology relation with the reference object in a query. From the various changes of topological relation in the above queries, the changes of OV are obtained. The topological relation changes the OV because of the change in relative distance from the reference object to each object in a query. The change in relative distance also causes the change in maximum distance in a query. The maximum distance is the distance of the reference to the furthest object in a query. When maximum distance and relative distance change, the number of ring and zone in a Spiral Web also changes. Then the OV changes as a result of these changes. For object that falls into single zone single ring, multi zones multi rings, single zone multi rings or multi zone single ring, the change in OVs is different.

For MZSR and MZMR object, $\Delta \mathrm{Z}$ is computed by adding the changes in all the zones being touched by an object. $\Delta \mathrm{Z}$ is computed according to the proportion of each zone being touched. However as MZSR only involves single ring, $\Delta \mathrm{R}$ is the change computed by the single ring being touched by the object. For MZMR that involves more than a ring, $\Delta R$ is the change computed by all the rings being touched by an object according to the proportion of each ring being touched. For SZMR and SZSR object, $\Delta \mathrm{Z}$ is computed by adding the change in only single zone being touched by an object. For SZMR, the $\Delta \mathrm{R}$ is computed according to the proportion of each ring being touched since it involves more than a ring. On the other hand, $\Delta \mathrm{R}$ for SZSR is the value change computed by the single ring being touched by the object.

$$
\begin{align*}
& \Delta Z=\sum_{n=1}\left[\left[Z N_{1}+Z N_{2}+\ldots+Z N_{n}\right]\right] \\
& \Delta R=\sum_{n=1}\left[\left[R N_{1}+R N_{2}+\ldots+R N_{n}\right]\right]  \tag{6}\\
& Z N_{n}=\left(Z N_{\text {new }}-Z N_{\text {old }}\right) *\left[A_{Z} / T A\right] \\
& R N_{n}=\left(R N_{\text {new }}-R N_{\text {old }}\right) *\left[A_{R} / T A\right]
\end{align*}
$$

Equation 7 shows the change of OV as a consequence of changes in relative directions between object pair. This
computation is applicable for all MZMR, MZSR, SZSR and SZMR object

$$
\begin{gather*}
\Delta Z=\sum_{n=1}\left[Z N_{1}+Z N_{2}+\ldots+Z N_{n}\right] \\
\Delta R=\sum_{n=1}\left[R N_{1}+R N_{2}+\ldots+R N_{n}\right]  \tag{7}\\
Z N_{n}=\left[Z N_{\text {old }}+\left(\left(R D_{\text {old }}-R D_{\text {new }}\right) /\left(360 / T Z_{\text {old }}\right)\right)\right] *\left[A_{Z} / T A\right] \\
R N_{n}=\left(R N_{\text {new }}-R N_{\text {old }}\right) *\left[A_{R} / T A\right]
\end{gather*}
$$

Equation 8 shows the change of OV when relative distance changes. The OV changes because the relative distance changes the maximum distance and the number of ring and zone in a Spiral Web. If the relative distance increases the maximum distance, it also increases the number of zone and ring. However if the relative distance reduces the maximum distance, it will reduce the number of zone and ring as well. Therefore the OV changes because the ZV, the Zone Value and RV, the Ring Value changes when relative distance changes.

$$
\begin{align*}
& \Delta Z=\sum_{n=1}\left[\left[Z N_{1}+Z N_{2}+\ldots+Z N_{n}\right]\right] \\
& \Delta R=\sum_{n=1}\left[\left[R N_{1}+R N_{2}+\ldots+R N_{n}\right]\right]  \tag{8}\\
& Z N_{n}=\left(Z N_{\text {new }}-Z N_{\text {old }}\right) *\left[A_{Z} / T A\right] \\
& R N_{n}=\left(R N_{\text {new }}-R N_{\text {old }}\right) *\left[A_{R} / T A\right]
\end{align*}
$$

Equation 9 shows that the OV is influenced by the relative size of the object in a Spiral Web applicable to all MZMR, SZSR, MZSR and SZMR object. As the relative size changes, the $\mathrm{A}_{Z}$ that is the area of a zone being touched by an object, $A_{R}$, the area of a ring being touched by an object and TA, the size of the object also change. Hence it affects ZV, the Zone Value and RV, the Ring Value.

$$
\begin{gather*}
\left.\Delta=\sum_{n=1}\left[Z Z N_{l}+Z N_{2}+\ldots+Z N_{n}\right]\right] \\
\Delta R=\sum_{n=1}^{\left.\sum\left[R N_{l}+R N_{2}+\ldots+R N_{n}\right]\right]}  \tag{9}\\
Z N_{n}=\left(Z N_{\text {new }}-Z N_{\text {old }}\right) *\left[\left(A_{Z_{\text {new }}} / T A_{\text {new }}\right)-\left(A_{Z_{\text {old }}} / T A_{\text {old }}\right)\right] \\
R N_{n}=\left(R N_{\text {new }}-R N_{\text {old }}\right) *\left[\left(A_{R_{\text {new }}} / T A_{\text {new }}\right)-\left(A_{R_{\text {old }}} / T A_{\text {old }}\right)\right]
\end{gather*}
$$

On top of these, a Spiral Web representation is object approximation free; it makes the configuration retrievals more intuitive to the query. A Spiral Web representation computes less object association relations with the proposed improved reduced object association also reduces the number of assessment on objects in a spatial query.

For each query consists of a set of query objects with OV, $\mathrm{S}=\left(\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots, \mathrm{~S}_{\mathrm{n}}\right)$, there are zero to many sets of retrieved configurations that is $R=\left\{R_{1}, R_{2}, \ldots, R_{n}\right\}$. For each retrieved
configuration, $R_{n}$ there is at least more than one retrieved object, $R_{n}=\left\{r_{1}, r_{2}, \ldots, r_{n}\right\}$. The structural similarity of a retrieved configuration to a query, $\mathrm{S}_{\mathrm{Q}}$ is made up of a list of assessed structural similarity for individual object pair, $\mathrm{S}_{\text {OB }}$ where $S_{n}$ is the OV of the query object, $R_{n}$ is the OV of the retrieved object, N is total number of associated object pairs, $\mathrm{SX}_{\mathrm{n}}$ is the zone value for the query object, $\mathrm{SY}_{\mathrm{n}}$ is the ring value for the query object, $R X_{n}$ is the zone value for the retrieved object, $R \mathrm{Y}_{\mathrm{n}}$ is the ring value for the retrieved object, $T_{Z}$ is the total number of zone exists and $T_{r}$ is the total number of ring exists in a Spiral Web. $\mathrm{S}_{\text {OBJ }}$ determines the similarity of each object in a query to a matched object from a database; hence the similarity of a query is determined by averaging the similarity values of the matched objects from database.

$$
\begin{gathered}
S_{O B}\left(S_{i}, R_{j}\right)=l-\left[\frac{\left(S X_{i}-R X_{j}\right)^{2}}{T_{Z}}+\frac{\left(S Y_{i}-R Y_{j}\right)^{2}}{T_{r}}\right] \\
\text { where } S_{i} \leftarrow O V_{i}, R_{j} \leftarrow O V_{j}
\end{gathered}
$$

Equation 10 computes the structural similarity of an object in query to a retrieved object in a database. It computes the differences with $\left[\frac{\left(S X_{i}-R X_{j}\right)^{2}}{T_{Z}}+\frac{\left(S Y_{i}-R Y_{j}\right)^{2}}{T_{r}}\right]$ where $\left(S X_{i}-R X_{j}\right)^{2}$ is the difference of zone value and $\left(S Y_{i}-R Y_{j}\right)^{2}$ is the difference of ring value. There are four types of single measure, therefore the structural similarity of query object also differed depending on whether it falls on multi zones multi rings, single zone single ring, multi zones single ring or single zone multi rings. The details are discussed in the following sections. Equation 11 is the structural similarity for a query. It is derived from the structural similarity of query object. Since there are four types of structural similarity of query object, the structural similarity of query is a summation of all of them that is $S_{O B_{M Z S R}}\left(S_{i}, R_{j}\right)$,

$$
S_{O B_{M Z M R}}\left(S_{i}, R_{j}\right), S_{O B_{S Z S R}}\left(S_{i}, R_{j}\right) \text { and } S_{O B_{S Z U R}}\left(S_{i}, R_{j}\right) .
$$

$$
\begin{align*}
& S_{Q}=\sum_{\forall i j, i \supseteq 2, j \supseteq 0} \frac{S_{O B}\left(S_{i}, R_{j}\right)}{n-1}  \tag{11}\\
& \text { where } S_{i} \leftarrow O V_{i}, R_{j} \leftarrow O V_{j}
\end{align*}
$$

The structural similarity assessment of query object falls on multi zones single ring is shown in Equation 12. The computation obtains the multi zone values of query by $\sum_{n=1}^{n}\left[Z N_{n} \pm t o l_{z}\right]$ and the single ring value by $\left(R N_{I} \pm t o l_{r}\right)$. RX is the zone value and RY is the ring value of the retrieved spatial object. For each object from the database that is taken into comparison with the query has a pair of zone and ring value.


Equation 13 shows the assessment of structural similarity of query object that falls into multi zone multi rings in a Spiral Web. Since there are multi zones and multi rings involved, the computation of zone value is $\sum_{n=1}^{n}\left[Z N_{n} \pm t o l_{z}\right]$ and ring value is $\sum_{n=1}^{n}\left(R N_{l} \pm t o l_{r}\right)$. The zone and ring values from spatial database remain as RX and RY.


Equation 14 is the computation for similarity assessment for query object in single zone single ring. Since there is one zone and one ring involved, the zone value, $\left(Z N_{1} \pm t o l_{z}\right)$ is compared with RX and the ring value, $\left(R N_{1} \pm t o l_{r}\right)$ is compared with RY.
$S_{O B_{\text {SSRR }}}\left(S_{i}, R_{j}\right)=1-\left(\frac{\left(\left(Z N_{I} \pm t o l_{z}\right)_{i}-R X_{j}\right)^{2}}{T_{Z}}+\frac{\left(\left(R N_{I} \pm t o l_{r}\right)_{i}-R Y_{j}\right)^{2}}{T_{r}}\right](14$

Equation 15 shows the similarity assessment for query object that falls into single zone multi rings. There are more than one rings involved; hence the ring value is assessed by $\sum_{n=1}^{n}\left[R N_{n} \pm\right.$ tol $\left._{r}\right]$ and the zone value is assessed with $\left(Z N_{n} \pm t o l_{z}\right)$. The spatial object from the spatial database determines RX and RY.


## V. EVALUATION

The outcome of a similarity assessment between a query and a spatial database is a set of retrieved results and a list of similarity values. Different models used affect the similarity values and rankings of retrieved objects. For instance, the reduced association relation model claimed to be better that complete object association technique as it reduces the number of binary relations assessed in a query. Consequently the performance evaluation of the proposed model is conducted by evaluating the ranking of the retrieved results using the
proposed model compared with the complete association model and reduced association model [1].

There are three commonly used statistical measurements for comparing the retrieved results. The statistical analysis of the correlated similarity assessment between the proposed model with Blaser [1], and between the proposed model with conventional model are compared separately by using the well known Spearman Rank Correlation Test, Wilcoxon Signed Rank Test and, Mean and Standard Deviation Test.

## VI. CONCLUSION

This paper only managed to discuss the modeling of the concept. However the research has successfully proved the enhanced model is feasible and practical for configuration similarity retrieval of spatial objects from spatial databases. Furthermore the representation and similarity assessment proposed in the model have been tested and compared with the two main streams in configuration query retrieval that are Conventional and Blaser [1] models. The results proved the applicability and practicability of the model. The model has produced better results in overall situations.
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#### Abstract

When a software component is used, it is often necessary to set initial values in many of its attributes. To set these initial values appropriately, the user of the component must ascertain which attributes are needed to be initialized, and set them programmatically to suitable initial values. The work involved in this sort of initialization can be alleviated by attaching a wizard interface to the target component itself and setting the initial values visually from the wizard. However, there are large development costs associated with devising suitable initial value candidates and producing a new wizard to use these initial values for each individual component. In this paper, we propose a system whereby application programs that use a target component are subjected to dynamic analysis to discover which attributes and initial values are set most often during the running of the component. The proposed system generates and attaches a wizard, which supports application programmers to initialize the component visually by using these initial values, to the component. The proposed system can be recognized as a system for applying the Wizard pattern to each component automatically. Experiments have shown that the attributes and their initial values chosen for initialization by generated wizards closely resemble the expectations of the component's original developers. We have thus confirmed that the proposed system can bring about a substantial reduction in wizard development costs.


## I. Introduction

Component-based software development (CBD) has become accepted as a cost-effective approach to software development. In CBD, software development is considered to involve the composition of various software components. A software component is a self-contained unit of composition with contractually specified interfaces [1]. CBD is capable of reducing developmental costs and improving the reliability of an entire system. In this paper, we use object-oriented (OO) programming language for the implementation of components. CBD does not always have to be object-oriented; however, it has been indicated that using OO paradigm/language is a natural way to model and implement components [2]. In fact, some of practical component architectures, such as JavaBeans [3] and Enterprise JavaBeans (EJB) [4], are based on OO technologies.
In CBD, components are not only reused within organizations to which the components' developers belong, but are also distributed in the form of an object/byte code via the

Internet and reused in other environments [5]. Therefore, to allow components to be reused in a variety of contexts and environments, the component developers provide these components with a set of attributes whose values can be externally modified. The provision of these attributes can improve the variability of components. On the other hand, component developers sometimes want to present a set of several suitable initial values for attributes that they have prepared. By presenting initial values in this way, the target components can be made to exhibit both variability and specificity.

A component wizard is a user interface mechanism for presenting a suitable set of initial values for attributes, which is added to the target component itself based on the Wizard pattern. A component developer can use the component wizard added to a component to indicate to the component's users (i.e., application programmers) a suitable set of initial values for component attributes that can be set at runtime so that the component is used as intended by the developers. However, there are large development costs associated with devising suitable candidate values for each individual component and creating a new wizard that uses these initial values. Consequently, only a few of reusable components in circulation on the Internet have wizards added to them.
In this paper, we propose a system for automatically adding wizards to components, which are based on JavaBeans framework (a framework for modularization and reuse in the Java language). The proposed system runs multiple Java application programs that use a JavaBeans component, analyzes the runtime data to discover which attributes and initial values are set most frequently during the execution of these programs, automatically generates a wizard that uses the discovered initial values to initialize the component visually, and attaches this wizard to the component. Our system can be recognized as a system for applying the Wizard pattern [6] to each component automatically. Users of the component can then suitably initialize it by visually selecting an initialization set from a connected group of dialogs presented by the attached wizard.

## II. COMPONENT WIZARDS

We will briefly introduce the concept of component wizards based on a specific component architecture, JavaBeans.

## A. Fine-grained components and JavaBeans

A software component is a self-contained unit of composition with contractually specified interfaces. Compared with an ordinary object-oriented class, a component is designed more with distribution in mind. In CBD, components are not only reused within organizations to which the components' developers belong, but are also distributed in the form of an object/byte code via the Internet and reused in other environments [5]. Therefore, users who want to reuse components often cannot obtain the source codes of the components.
The granularity of the component can be defined as the conceptual size of the component's functions [7]. Components are classified into the following according to granularity: coarse-grained, medium-grained and fine-grained.

- The enterprise component that encapsulates business logic concerning the remote processing is a coarsegrained component.
- The application component, which is composed of finegrained components and specific logic, is a mediumgrained component.
- GUI widgets and non-GUI components with minimum business logic are fine-grained components.

Currently, fine-grained components are the most widespread due to the success of the RAD tool. ActiveX [8] and JavaBeans [3] are component architectures suitable for treating finegrained components. In this paper, we deal with JavaBeans as the target component architecture. JavaBeans is a practical component architecture, which provides a fine-grained component development model for Java. One JavaBeans component is a single Java class having the following features:

- Properties: Properties are the named attributes associated with a JavaBeans component, whose values can be read or written by invoking the appropriate getter/setter methods. Usually, properties correspond to the class's fields one-to-one [7]. Properties whose values can be get (set) are called "readable (writable) properties".
- Getter method: Getter methods are methods implemented within the class to get the properties' values from outside of the component.
- Setter methods: Setter methods are methods implemented within the class to set the properties' values from outside of the component.
- Business methods: Business methods are simply normal Java methods that can be invoked from outside of the component, except for the getter/setter methods, and are implemented within the class.

For example, Figure 1 shows the UML class diagram [9] of a typical JavaBeans component "WEbean" [10], which visually represent a flashing light. In Figure 1, the component is composed of one class, and has a field shineColor in the class. In Figure 1, we omitted other several fields and methods from the component due to the space limitation. Since there are a getter method getShineColor() and a setter method setShineColor() corresponding to the field, the introspection mechanism recognizes that the component has one readable and writable property, named "'shineColor."

| Readable and writable property | WEbean |
| :---: | :---: |
|  | - shineColor: Color |
|  | $\begin{aligned} & \hline+ \text { WEbean() } \\ & + \text { getShineColor(): Color } \end{aligned}$ |
| Getter method |  |
| Setter method |  |

Fig. 1. Class diagram of WEbean

## B. Software wizards

A wizard is a mechanism that facilitates the definition of complex software settings [11]. There are two types of wizards: those that support the use of software by end users (such as installing software [12]), and those that support the development of software by developers. The latter reduces the costs associated with using software under development or from a development environment, ultimately reducing the overall development costs. In this paper, we will deal with the latter case of a wizard used during development.
A wizard promotes a suitable initialization process by presenting the user with a sequence of multiple dialogs for initializing the target software, and presenting a small amount of tasks in each dialog [6][13]. A task refers to a unit of work needed to initialize the target software. By presenting a sequence of multiple dialogs, the wizard breaks complex tasks down into small tasks, allowing the user to perform the initial setting process visually in a step-by-step fashion.

## C. Building component wizards

A component wizard is a wizard that is added to the component itself. This type of wizard is activated in an application development environment that can handle component architectures that target components conform to as standard. An activated component wizard provides application programmers with functions for visually setting the initial values of multiple properties provided by the component. In JavaBeans, a framework (named "java.beans" package) is prepared for developing wizards that can visually edit the properties of JavaBeans components. Using this framework makes it possible to generate wizards for JavaBeans components.

In this framework, the component wizards are produced as Java classes that implement a java.beans. Customizer
interface. The operations needed to produce a wizard using this framework are the preparation of a wizard class incorporating the Customizer interface, and the association of this wizard class with a java.beans. BeanInfo object that stores data on the component's properties, methods and events. This association is performed by registering the wizard class in the java.beans. BeanDescriptor stored in the BeanInfo object. The above operations make it possible to use the wizard after an instance of the component has been created in an application development environment (RAD tool) compatible with JavaBeans.
For example, Figure 2 shows an example of executing the component wizard attached to the component WEbean [10] in BeanBox [14]. BeanBox is a visual Java application development environment in which multiple JavaBeans components can be arranged and associated with each other by means of events and the like. In the central part of the wizard, three specific initial values are presented as choices ("Arrangement") for the combination of foreground and background colors for WEBean. When a set of initial values displayed in the wizard is selected, these initial values are set in the properties of the component in the BeanBox environment. In this way, the user of the wizard can easily set complex component properties, and the component whose properties have been initialized can be used in RAD tools.
However, for JavaBeans components, large development costs are involved in devising suitable initial value candidates that the component properties should be set to, and in producing new wizards to use these initial setting values. Consequently, only a few of the JavaBeans components that are distributed over the Internet have wizards.


Fig. 2. Example of a component wizard

## III. Attaching wizards automatically

We propose a system (called "our system") that automatically generates wizards and attaches them to JavaBeans components.
Our system needs multiple application programs that actually use the component in the generation of a wizard. After these applications have been acquired, our system automatically generates and adds wizards according to the procedure shown below:
(1) Our system automatically generates data acquisition components to obtain setting information on the target component properties used within the applications.
(2) Our system runs the applications after substituting their target components with data acquisition components, and acquires the setting information and execution histories of these properties.
(3) The usage information of the components is analyzed based on the acquired setting information and execution histories. As a result of this analysis, our system obtains component setting information to be presented to the developer.
(4) Our system uses this setting information to generate a wizard automatically and add it to the component.

In below, we will show details of each step in the abovementioned procedure.

## A. Automatic generation of data acquisition components

To record the change history of property values, data acquisition components are generated which are capable of being substituted for the target components. Specifically, a subclass (e.g., ExtendFooBean, which extends FooBean) that overrides the setter method of an target component class (e.g., FooBean) is automatically generated as a data acquisition component. Inside the overridden setter method, the property values before and after calling setter methods in the target component class or its superclass are written to an external file in CSV (comma-separated value) format. The information written to this file consists of the name and type of the setter method, the name and type of the property whose value is changed by this setter method, and the values of the property before and after change. When the property type is a primitive type such as int or boolean, its value is stored directly. When the property type is an ordinary object, then its value is stored by serializing the object state.

## B. Substitution and execution of components

For all the accumulated applications, the program statements where instances of target components are generated (e.g., new FooBean()) are manually substituted so as to generate instances of components for acquiring generated data (e.g., new ExtendedFooBean()). Since the data acquisition components are subclasses of the original components, there is no need to modify other statements apart from the instance
generation statements. Accordingly, the above-mentioned work involved in substituting components in the application can be performed by the developer with low labor costs.

Also, for all the constituent classes of the application, a bytecode modification tool Javassist [11] is used to automatically add a trace function that writes out a history of the entire method calls.
After the components have been substituted and the trace functions have been added, each application is run so as to automatically record information in the change of property values in each component (property setting information) and the overall execution history of the application.

## C. Analysis of usage information

The recorded property setting information and execution histories are analyzed to produce method call graphs (MCGs) representing the relationships among method calls, and a set of initial values to be presented in the wizard for the property group are determined from the trends in the frequency of appearance of values and the proximity of nodes in this graph. The procedure for determining these settings is shown below.
C.1. Method call graph and degree of initial setting

A method call graph is produced from the execution history of the application including the target components. MCG $G$ comprises a set of nodes $M$ representing methods and constructors that generate class instances, and a set of edges $E$ representing calls from one method to another. $M$ includes the application's entry point (i.e., main () method) which is called when the application is started up. The MCG is defined as shown below:

MCG: $G=(M, E)$
Set of methods/constructors: $M=\left\{m_{l}, \ldots, m_{n}\right\}$
Set of calls: $E=\left\{e_{1}, \ldots, e_{m}\right\}$
Call: $e_{i}=\left(m_{j}, m_{k}\right) \quad($ where $0<i<m$ and $0<j, k<n)$
Figure 3 shows an example of a MCG. The labels on each node in the MCG represent the name/type of method (or constructor) that each node corresponds to, and the property values of the target component that are changed by executing this method (or constructor). In Figure 3, the App.main () node corresponds to the application App's method main ().


Fig.3. Example of a method call graph

Next, in the resulting MCG, the degree to which a method m of the component is used for the initial setting of the component is determined. The method that invokes an instantiation method (i.e., Target.<init>) of the target component is denoted as $m_{\text {init. }}$. The degree of initial setting init ( $m$ ) of method $m$ represents its proximity in the MCG to the position where the component's instance was generated. The definition of $\operatorname{init}(m)$ is shown below.

```
\(\operatorname{init}(m)=1 / d\left(m_{\text {init }}, m\right)\)
where \(d\left(m_{i}, m_{j}\right)=(\) number of nodes in the shortest path
        between \(m_{i}\) and \(m_{j}\) )
```

For example, in Figure 3, the degree of initial setting of the setter method setSize () in the FooBean class is 1 , and the degree of initial setting of the setter method setData() is $1 / 3$. In cases where the same setter methods are called multiple times and registered at different locations in the MCG, the arithmetic mean of each degree of initial setting is taken.

## C.2. Initial set

Next, our system determines a set of properties (referred to as "initial set") to be presented in the wizard for the property group. The initial set constitutes a set of properties that are commonly and almost continuously initialized by most applications in the initial setting of the component.

The initial sets are derived using a measure called the "degree of property association", which expresses the degree to which two properties are set simultaneously. The degree of property association $\operatorname{pa}\left(p_{i}, p_{j}\right)$ between two properties $p_{i}$ and $p_{j}$ is defined by the following formula using the setter methods $m_{i}$ and $m_{j}$ that set the values of the two properties respectively.
$p a\left(p_{i}, p_{j}\right)=1 /\left(d\left(m_{i}, m_{j}\right)-1\right)$
For example, in Figure 3, the degree of property association between the property size and the property name of FooBean (which have the corresponding setter methods setSize () and setName()) is 1 , whereas the degree of property association between the property size and the property data is $1 / 3$. In cases where the setter methods of the two properties are called multiple times in the same application, the degree of property association is calculated for all combinations of setter methods registered in the MCG, and the final degree of property association is taken to be the arithmetic mean of these values.
Next, the degrees of initial setting and the degrees of property association are used to determine the order of presenting each initial set from all initial sets. Here, "all initial sets" means the combination of all the properties whose values are set in all the collected applications. For example, when there are three properties $p_{1}, p_{2}, p_{3}$, the set $S$ of the initial set $s$ for all the properties consists of: $S=\left\{\left\{p_{1}\right\},\left\{p_{2}\right\},\left\{p_{3}\right\},\left\{p_{1}, p_{2}\right\}\right.$, $\left.\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{3}\right\},\left\{p_{1}, p_{2}, p_{3}\right\}\right\}$. Among all initial sets, the
degree of initial set recommendation $\operatorname{sr}(s)$ to which a certain initial set $s$ is recommended is defined as follows.

$$
\operatorname{sr}(s)=\left\{\begin{array}{cc}
\frac{2 \sum_{i=1}^{|s|-1} \sum_{j=i+1}^{|s|} p a\left(p_{i}, p_{j}\right)}{|s|(|s|-1)} \\
\operatorname{init}\left(m_{1}\right) & (|s|>1) \\
|s| & (|s|=1)
\end{array}\right.
$$

where $\mathrm{s}=\{\mathrm{p} 1, \ldots, \mathrm{p}|\mathrm{s}|\},|s|$ is the number of elements of $s$, and $m_{x}$ is the setter method that sets the value of the property $p_{x_{0}}$

When there are multiple collected applications, the arithmetic mean of the degree of initial set recommendation calculated for each application is taken as the final degree of initial set recommendation.

The wizard presents the initial sets in order starting with the one that has the largest degree of initial set recommendation. When there are multiple initial sets that have the same degree of initial set recommendation, priority is given to the presentation of the initial set $s$ where $|s|$ is greater.

In our system, the frequency with which values are set in the properties are also calculated from the results of running all the applications. When the initial sets are presented in the wizard, candidate sets of multiple specific values for a single initial set are presented in order starting with the property values that were set the greatest number of times.
D. Automatic generation of wizards

To generate wizards automatically in our system, we prepared a template in which specific values such as initial sets are turned into parameters and can be modified. Figure 4 shows the appearance of the wizard's template running by itself. In the template, the wizard's common factors, such as next/back buttons, are predefined. The final wizard is generated by externally applying items that make changes to the values of the component's properties and the like. Figure 5 shows a specific example of a generated wizard in action for the component WEbean.

When a component to which a wizard has been added by our system is used in a RAD tool, the automatically generated wizard provides the following functions:

- The component information (GUI image) set with the property values indicated by the initial sets is presented in descending order of the degree of initial set recommendation. When setting properties whose values are not reflected in the GUI image provided by the component, the property values are shown substituted with text strings in the wizard, and the reflected status is output after selecting and setting their values.
- When a wizard has finished running, an instance of the component set with the specific property values is generated and arranged in the RAD tool.
- The wizard is provided with facilities to allow users to undo/redo the setting of property values.



## IV. EXPERIMENTAL EVALUATION

To evaluate the effectiveness of our system, we used it to add a wizard to WEbean. The experimental procedure and the resulting wizard are described below, together with the results of the evaluation.

## A. Experimental procedure

As an application as a target of analysis for estimating the initial values in the wizard, we used the Java applications App1, App2 and App3 developed by three graduate students using WEBean. App1 is an application in which a button is used to start a light flashing, App2 is an application that can change the rate of flashing, and App3 is an application that is identical to App2 except that it sets the value of a background property. Figure 6 shows excerpts of the program statements where the WEBean's methods are called in the program code of App1, App2 and App3.

```
public class App1 { WEbean bean;
    public static void main(String[] args)
    App1 app = new App1(); }
    public App1() {
    bean = new WEbean();
    bean.setShineColor(Color.white);
    bean.setOffColor(Color.black);
    bean.setSpeed(100); } ...
}
public class App2 { WEbean bean;
    public static void main(String[] args)
    App2 app = new App2(); }
    public App2() {
    bean = new WEbean();
    chooseColor();
    addAcitonListener(this); }
    public void chooseColor() {
    bean.setShineColor(Color.yellow);
    bean.setOffColor(Color.blue); }
    public void actionPerformed(
    ActionEvent ae) {
        bean.setSpeed(50); } ...
}
public class App3 {
    public App3() {
    bean = new WEbean();
    chooseColor();
    bean.setBackground(Color.gray);
    addAcitonListener(this); }
    // Other parts are the same as App1
}
```

Fig. 6. Program code of App1, App2 and App3

## B. Wizard generation experiments

Figure 7 shows excerpts of the parts associated with property setter methods in the MCGs obtained by our system by running App1 and App3 respectively. The MCG obtained by running App2 was the same as the one obtained from App3 except that it had no node corresponding to the method WEbean\#setBackground().
Tables I and Table II show the results of calculating the degree of initial setting and degree of property association for all the applications. Figure 8 shows the degree of initial set recommendation calculated from the degree of initial setting and degree of property association. In the following discussion, the WEbean's properties shineColor, offColor, speed and background are abbreviated to $\mathrm{sc}, \mathrm{oc}$, sp and bg respectively.

Our system determines the order in which the multiple initial sets are presented according to the results shown in Figure 8. Specifically, since $\{\mathrm{bg}\}$ has the largest degree of initial set recommendation $(=1)$, this initial set is presented first. Next, the initial sets $\{S C\},\{O C\}$ and $\{S C, O C\}$ have the same degree of initial set recommendation $(=0.67)$, but $\{\mathrm{sc}, \mathrm{oc}\}$
is presented second because priority is given to the initial set with more properties. Finally, the remaining set $\{s p\}$ is presented third.
Table III shows the initial sets presented by our system and the order of their presentation (denoted as $O$ ), arrived at as a result of analyzing the three applications. It also shows specific values of the properties in each initial set $s$, and the frequencies with which these values are used in applications (denoted as $N$ ) According to Table III, the resulting wizard presents the set $\{\mathrm{bg}=$ Color.gray $\}$ as the initial set for $\{\mathrm{bg}\}$. Similarly, the wizard presents the sets $\{s C=C o l o r . y e l l o w$, oc=Color.blue $\}$ and $\{p p \quad s c=C o l o r . w h i t e, ~$ oc=Color.black \} in that order for \{sc, oc \}, and presents the sets $\{\mathrm{sp}=50\}$ and $\{\mathrm{sp}=100\}$ in that order for \{sp \}.


Fig. 7. Obtained method call graphs (Top: App1; Bottom: App3)

TABLE I
CALCULATED DEGREE OF INITIAL SETTING

| Method $m$ | init $(m)$ in the application: |  |  |
| :--- | :--- | :--- | :--- |
|  | App1 | App2 | App3 |
| setShineColor() | 1 | 0.5 | 0.5 |
| setOffColor() | 1 | 0.5 | 0.5 |
| setSpeed() | 1 | 0.25 | 0.25 |
| setBackground() |  |  | 1 |

TABLE II
CALCULATED DEGREE OF INITIAL SETTING

| Properties $p_{i}, p_{j}$ | $p a\left(p_{i}, p_{j}\right)$ in the application: |  |  |
| :---: | :--- | :--- | :--- |
|  | App1 | App2 | App3 |
| SC, ○c | 1 | 1 | 1 |
| $\mathrm{SC}, \mathrm{sp}$ | 1 | 0.25 | 0.25 |
| oc, sp | 1 | 0.25 | 0.25 |
| $\mathrm{sc}, \mathrm{bg}$ |  |  | 0.5 |
| oc, bg |  | 0.5 |  |
| $\mathrm{sp}, \mathrm{bg}$ |  | 0.33 |  |



Fig. 8. Calculated degree of initial set recommendation

TABLE III
RECOMMENDED INITIAL SET WITH PROPERTY VALUES AND FREQUENCY

| $O$ | $s$ |  | $s r(s)$ | Property value |  | N |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| 1 | $\{\mathrm{bg}$ \} | 1 | Color.gray | 1 |  |  |
| 2 | $\{\mathrm{sc}$, oc $\}$ | 0.67 | Color.yellow, Color.blue | 2 |  |  |
|  |  |  | Color.white, Color.black | 1 |  |  |
| 3 | $\{\operatorname{sp}\}$ | 0.5 | 50 | 2 |  |  |
|  |  |  | 100 | 1 |  |  |

B. Comparative evaluation of wizards

We performed a comparative evaluation of a WEbean's wizard (called "original wizard") provided by an original component developer [10] shown in Figure 2 and a wizard (called "generated wizard") generated automatically in our experiments. The original wizard consists of three classes and uses four WEBean's properties ( $\mathrm{Sc}, \mathrm{oc}, \mathrm{sp}$ and bg ) in the presentation of the initial values. The original wizard presents these properties in two sets: $\{s c, o c, b g\}$ and $\{s p\}$. On the other hand, the generated wizard presents three initial sets $\{\mathrm{bg}\},\{\mathrm{sc}, \mathrm{oc}\}$ and $\{\mathrm{sp}\}$ in that order.

A common point in both wizards is that they present the speed property separately. As for the other three properties shineColor, offColor, and background, the original wizard presents them as a single set, whereas the generated
wizard presents them as two initial sets. Although these wizards differ in terms of how the sets are combined, it can be seen that the initial settings are configured from the same properties in both cases. We have thus shown that our system was successful in automatically recognizing a combination of properties requiring initial setting and presenting them in a wizard in a similar form to the intentions of the component developers.
Furthermore, we have shown that by automating all the work except for the gathering of applications that use a target component and converting this component into a data acquisition component in the applications, our system is far more effective in terms of development costs for the development of wizards than the conventional manual approach. In the above-mentioned experiments, the component WEbean's developer has consumed the cost about 29 [ELOC] (Effective Lines of Code) for its wizard class; however, this cost is unnecessary for the user of our system.

## V. Related work

Our system is the first one to automatically generate wizard interfaces for JavaBeans components by dynamic analysis of application programs. Nonetheless, our system bares resemblance to several existing techniques [13][15].
Sheong proposed a wizard framework as a template having variable parts for the development of wizards for Java applications, and a wizard builder tool to support development using this framework [13]. However, Sheong's wizard framework and builder are intended to provide shared templates and a support environment for developing wizards for entire completed Java applications, and do not provide functions for generating wizards for JavaBeans components. Also, no mechanisms are provided for deriving/presenting the specific values to be set for the component properties.
Birngruber and Hof proposed a BeanPlan system that uses combinations of previously set JavaBeans component groups to support the rapid design of Java applications [15]. BeanPlan guides the application programmer semi automatically (similar to a wizard) through the component assembly process; however, BeanPlan does not provide a mechanism for deriving/presenting the specific values to be set for the component properties.

## VI. Conclusion

In this paper, we have proposed a system that analyzes the dynamic usage information of JavaBeans components in Java applications to acquire information needed for the initial setting of components, and automatically attaches wizards to these components to allow their initial values to be set according to the component developer's intentions. Our experimental results have shown that the properties presented for initialization by the wizards generated by the proposed system are close to the properties imagined by the original component developer. Accordingly, we have confirmed that
the proposed system can bring about substantial reductions in the cost of generating wizards.
In the future, we intend to apply the proposed system to groups of complex applications that use large numbers of JavaBeans components, and to evaluate the convenience of the wizards automatically added to these components, thereby obtaining practical confirmation of the proposed system's effectiveness with a wide variety of components.
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#### Abstract

Image retrieval based on Quadrant Motif Scan (QMS) is proposed in this paper. Motif traces from image pixels are the core idea to extract feature vectors and used for distinguishing images by region-based comparisons. We exploit recursive quadrant segmentation in images and derive representative motif for stratified regions. In this sense, a parent region is segmented into sub-regions until a predefined stratum threshold. Matching data for each region contains its motif code plus the result from uniformity detection. By the credit setting, the similarity mechanism proceeds in corresponding regions from two images in a top-down manner. Dynamic parameter adjustments to relevance feedback can help pursue best retrieval results. Besides, a peak inspection technique is also added in the QMS matching metric to enhance performance. Experimental results reveal effectiveness and efficiency comparable to the Motif Cooccurrence Matrix (MCM) method with invariance to image scaling.
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## 1. INTRODUCTION

VISUAL information has proliferated for multiple purposes in recent years. With the Internet burst, a number of multimedia applications are evolving pervasively for intuitive information expression. Over the decades, many brilliant researches have produced a variety of outstanding techniques in image-related fields, and some of those became the de facto standards, such as JPEG in [1]. However, those mature studies largely reside in image encoding and storage format. By contrast, a wide range of approaches in [2, 3, 5, 6] using color, shape, or other factors for Content-based image retrieval (CBIR) is still under sprightly development. They focus on different attributes of images for retrieval on particular occasions while some existent CBIR systems afford versatile querying ability for users as in [4].
There are a plenty of works in the image retrieval area. Some of the renowned approaches are recognized as introductory examples for later works. For instance, color histogram in [5] is a well-known one among those precedents. It utilizes the statistics of global color distribution to calculate the similarity between two images. Generally speaking, this is quite an efficient way to retrieval, but in fact some flaws exist. Although color histogram has the advantage
insusceptible to local parts of color differences between images, it otherwise provides the likelihood to misjudge the similarity. That is, dissimilar images with similar color distributions, as a coincidence, may occur even though different contents, objects or spatial arrangements are presented.

Other akin to but advanced techniques were devised to remedy color histogram afterwards. For instance, Color Coherence Vectors (CCV) in [6] adds the information of pixels coherence of one particular color and generates coherent regions. This enhances distinction of pixels with same colors but not distributed in the same regions. Moreover, another attractive technique, Color Correlogram (CC) in [7], highlights the spatial correlations of colors. It takes on the probability of joint occurrence from any two pixels in separate colors. Computation and the size of extracted features in CC are respectively easy and small. Both of the two methods appear to perform much better than traditional color histogram. In a word, spatial information is exactly a significant cue for image retrieval implementation. Not only the mentioned methods but more related studies have shown spatial property feasible and useful to retrieval refinement. From this point of view, we adopt the spatial factor into our work to reduce fidelity loss. Like Blobworld and SIMPLIcity in [8, 9], region-based techniques for image retrieval flourish in an alternate way.
Jhanwar et al. [10] retrieve images based on motif notion and capture the low level semantics of space filling curves. The Motif Cooccurrence Matrix (MCM) is the descriptive structure of motif features scanned from image pixels. At first, this method divides a whole image into $2 \times 2$ pixel grids. Each of these grids is then replaced by one motif from a set of six Peano scan (Z-scan) motifs [11, 12]. The particular version of applied motifs is shown in Fig. 3. For simplified computation consideration, only six diverse motifs traversed in a $2 \times 2$ grid are adopted, all starting from the top left corner. Then, the MCM is constructed from the motif transformed image, which is composed of a sequence of motifs. According to the definition, this method calculates the probability of finding a motif $i$ at a distance $k$ from a motif $j$. With the designated formula, the distance between the MCMs of two images is used as the similarity measure. Besides, this study also declares that the proposed method is invariant to any monotonic mapping of the image gray levels such as contrast stretching or histogram equalization.
Note that, there are some noticeable requirements about this
retrieval technique. Basically, it merely includes individual 6 $\times 6$ motif matrices for every color plane irrespective of the image size hence makes MCMs very efficient for retrieval. Secondly, the distance $k$ is fixed to capture the MCMs of two images in this study. For avoiding translation effects, they conceive the idea of adding 3 extra images, which are shifted by one pixel horizontally, vertically and diagonally from the original image. Therefore, multiple MCMs from the corresponding motif transformed image of these shifted images are consequently generated. On comparison stage, all four sets of MCMs of the query image should be compared with the non-shifted MCMs of target images in database. As a result, the minimum distance is pick out and regarded as the actual distance between the query and target images.

Through detailed observations, the MCM scheme is especially suitable for images in equal size for retrieval. Variation in image size can inevitably induce inconsistent motif statistics; the total amount of motifs is varied from image to image. Without the common gauge of image size, it does not make sense to matching process. Meanwhile, although the MCM contains spatial relationships between grids to a certain extent, it is possibly proper to apply in special retrieval scenarios. Those scenarios are likely a series of repetitive patterns, such as a block of buildings, windows and something else in a regular and neat arrangement. Because the granularity of motif san, in a $2 \times 2$ grid, is minute, a sequence of repetitive motif traces can be captured and accumulated regardless of their exact locations. For example, textured images are the best demonstration. Therefore, the more percentage the texture is stuffed in images, the more effective the method can present. Once the scenario is in outdoor scene, not textured, the performance might be down with unexpected retrieval results.

In this paper, we propose another image retrieval method based on motif symbols, called Quadrant Motif Scan (QMS). Consecutive quadrant segmentation on images is the main strategy in our scheme. With a motif extraction for each region, we collect all matching data, representative motifs from regions, for retrieval. Through the hierarchy of motif information inside an image, we devise a matching algorithm for similarity comparison with ranking result. Our experiments show that QMS has the merits comparable or even superior to the MCM method

This paper is organized as follows. In section 2, the


Fig. 1. The recursive segmentation process in Quadrant Motif Scan. (a) The original image. (b) 4 quads for the 1st stratum. (c) 4 quads for each successive stratum. Note that only the upper-left region is illustrated here, the same process will proceed on other three regions as well.


Fig. 2. An example of motif traverse.
proposed QMS is explored. Section 3 describes the matching metric used in the QMS. In section 4, the experimental results are presented with a related discussion. The final section gives the conclusion of our approach and prompts the relevant errands for future work

## 2. Quadrant Motif Scan

Motif is an important feature to express the chromatic trend lying in a bounded region. In the MCM, the region is devised a $2 \times 2$ pixel grid. Instead of deriving a motif on such a tiny region, our QMS uses an entire image as the initial region, as shown in Fig. 1a. An image is first subdivided into four non-overlapping parts in Fig. 1b. The four segmented quads form the source generating a motif for the first region which belongs to the 1st stratum. The QMS then calculates the mean value of all pixels for each quad. These mean values range from 0 to 255 , and quadrant motif scan proceeds to yield the order among them.
To avoid ambiguity of motif scan, we introduce the suggestion used in the MCM study in [10]. The QMS follows the breadth first strategy to regulate the motif recognition. For instance, Z-type motif is recognized rather than N-type in Fig. 2. Note that any kind of motif traverses starts from the top-left corner regardless of its actual value. After a motif is extracted from a region, a simple code is given to represent the specific motif (see Fig. 3). This arrangement implies the data storage consideration and facilitates further computation. Besides, during a motif extraction, the highest and lowest mean values from the four quads are recorded. A simple subtraction operation is then performed to retain the information whether the region is uniform or not. Finally, both of the motif and uniformity information for a region is collected and assembled together into a single data structure. The uniformity threshold in our scheme is set 35 in default; difference less than the threshold will lead a region to be uniform.

### 2.1 Stratified Motif Scan

Basically, section 2 only describes a portion of operations in the QMS, which is concentrated on the detailed process of a single motif scan. However, there are following tasks to complete the whole procedure. As mentioned above, the


Fig. 3. Codes for each type of motifs


Fig. 4. Hierarchy diagram for segmentation of child regions.
motif scan process will continue to subdivide the image into more and more sub-regions by an increment of 4 each time. When the first region is subdivided into 4 child regions, a new stratum is created simultaneously and labeled stratum $i$ (see Fig. 4). Assume that there is an $8 \times 11$ image, and its pixel values are shown in Fig. 5a. The image is divided into four quads (regions) to evaluate separate means, and then a motif is received. This motif will be saved in code (see Fig. 3) and if the region is uniform, the code is added $0 \times 08$. For instance, the motif in Fig. 6c is originally encoded $0 x 04$. Uniformity for its corresponding region is calculated from these mean values in Fig. 5b. In the case, this region appears to be uniform, and the code is modified to $0 x 0 \mathrm{C}$. As a result, this motif block, which contains a motif record, is associated with the stratum $i$ for score calculation.

Likewise, successive subdivision operations from the current region continue until a pre-defined stratum threshold is reached. As shown in Fig. 6a, the current region is subdivided into four child regions, and the second stratum is then added. The
same manipulation to evaluate mean values is carried out for every child region, and separate motifs are eventually derived in Fig. 6c. In particular, the four motif blocks belong to the same stratum (2nd) so they share a common credit for the matching metric. One thing deserved to be mentioned is that subdivided child regions from diverse parent regions may belong to the same stratum. For example, there are 16 motif blocks separately derived from 4 different parent regions in the 2nd stratum, but those 16 motif blocks exactly belong to the 3rd stratum. Thus, the motif data extracted from the child regions in the same stratum is all arranged on the same stratum shelf. In short, a parent's quad, used as an element for its motif scan source, is regarded as a child's intrinsic region.
This architecture for stratified motif scan is to find out local motif information throughout an image. Due to different significance of separate strata, varied credits, or so-called weights, are granted to reflect their power. In the QMS scheme, we designed an algorithm using these credits to match images. As a general rule, a broader region hence its four

| 16 | 23 | 58 | 77 | 32 | 81 | 124 | 49 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | 21 | 29 | 66 | 34 | 198 | 75 | 74 |
| 82 | 84 | 65 | 18 | 5 | 19 | 78 | 96 |
| 53 | 55 | 107 | 123 | 93 | 52 | 27 | 44 |
| 68 | 61 | 40 | 37 | 41 | 50 | 22 | 28 |
| 75 | 87 | 64 | 33 | 20 | 11 | 10 | 96 |
| 81 | 79 | 34 | 25 | 88 | 57 | 43 | 30 |
| 99 | 83 | 15 | 23 | 59 | 180 | 71 | 156 |
| 47 | 34 | 51 | 158 | 221 | 72 | 6 | 48 |
| 168 | 54 | 93 | 67 | 48 | 24 | 27 | 14 |
| 60 | 74 | 66 | 177 | 205 | 98 | 17 | 85 |

(a)

(b)

(c)

Fig. 5. Formation of a motif for a region. From left to right are (a) image pixel values, (b) means of four quads, and (c) a resultant motif

| 16 | 23 | 58 | 77 | 32 | 81 | 124 | 49 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | 21 | 29 | 66 |  |  |  |  |
| 82 | 84 | 65 | 18 |  |  |  |  |
| 53 | 34 | 198 | 75 | 74 |  |  |  |
| 53 | 55 | 107 | 123 | 19 | 78 | 96 |  |
| 68 | 61 | 40 | 37 | 99 | 52 | 27 | 44 |
| 41 | 50 | 22 | 28 |  |  |  |  |
| 75 | 87 | 64 | 33 |  |  |  |  |
| 81 | 79 | 34 | 25 | 20 | 11 | 10 | 96 |
| 88 | 57 | 43 | 30 |  |  |  |  |
| 99 | 83 | 15 | 23 | 59 | 180 | 71 | 156 |
| 47 | 34 | 51 | 158 | 221 | 72 | 6 | 48 |
| 168 | 54 | 93 | 67 | 48 | 24 | 27 | 14 |
| 60 | 74 | 66 | 177 | 205 | 98 | 17 | 85 |

(a)

(b)

(c)

Fig. 6. Successive subdivisions into four child regions. There are 4 sets of (a) pixel values, (b) quad means, and (c) individual motifs.

TABLE I
Variations in Numbers Of Strata, Regions And Motif Bloks

| Variations in Numbers Of Strata, Regions And Motif Bloks |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stratum No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Regions <br> (Motif blocks) | 1 | 4 | 16 | 64 | 256 | 1024 | 4096 | 16384 |
| Accumulated motif blocks(A) | 1 | 5 | 21 | 85 | 341 | 1365 | 5461 | 21845 |
| Granularity | Coarse | 4 |  |  |  |  | Delicate |  |

quads may cause an inaccurate averaging effect, except a uniform region. The credit, set on a stratum basis, to that region should be lowered. However, this concern is sometimes unnecessary depending on the content of an image. On the other hand, what the exact stratum threshold is supposed to be becomes another issue. If a higher stratum threshold is designated, more blocks of motif are then received. The extra motifs obtained from narrowed sub-regions, especially in the bottom strata, have the ability of depicting an image more precisely. From this viewpoint, the retrieval performance can explicitly rise via adding more strata at the expense of computational costs. In practice, an adjustable stratum threshold might be needed according to the user or application's demand. Performance choice is usually recommended to come to a compromise between speed and effect. Moreover, the number of stratum to set is to be in connection with actual image size. Excessive setting can cause meaningless or even negative effect. Table 1 shows the cross-references among strata, regions, and motif blocks.

## 3. Matching And Ranking Metrics

Before matching two images, the prerequisite preparations are as follows:
(i) A pre-defined stratum threshold for the motif scan process. All images are manipulated by this rule so that they have the consistent number of motif blocks stored in the database for the matching functionality.
(ii) A criterion for uniformity detection. This is used as a value range to recognize whether a region/motif block is uniform or not. The same as stratum threshold, this must be decided at the very beginning.
(iii) Varied credits (weights) for each stratum. These variables are in relation to retrieval results.

Item (i) and (ii) are the most important parameters for QMS implementation. Both of them can also be critical to retrieval performance. In turn, the third setting is about scoring schemes and is independent of the two previous settings. This can be dynamically adjusted at run-time to evaluate and rectify the retrieval performance.
Assumed that the required parameters are verified and the QMS database is then constructed, the matching process can launch on the final comparison stage. Motif blocks of two images, the query and target, are matched on the
block-by-block basis. If a pair of corresponding blocks/regions is exactly the same, which have equal motif type and uniformity property, the target scores the specified credit. Otherwise, the target fails in this block and goes on next until all motif blocks are through. When the process is finished, a total score will be attached to that target. The higher the score is, the more similar the query and target images are. In effect, it will receive a perfect score when the query and target are exactly the identical image. After all images in the database are thoroughly matched with the query, a score list is made in a descending manner.
Given a mapping function, it can find out the $j$ th stratum to which the $i$ th block belongs and hence the corresponding credit $\boldsymbol{C}_{j}$. Each pair of motif blocks, $M_{i}^{q}$ and $M_{i}^{t}$ for the query and target respectively, is compared to get a similarity status $\boldsymbol{S}_{i}$. If two blocks are equal, it leads to $S_{i}=1$, or 0 otherwise. The overall matching expression is as follows:
$D\left(I_{q}, I_{t}\right)=\sum_{i=1}^{K} S_{i} C_{j} \quad \forall j \in[1 \ldots N], j=\operatorname{map}(i)$
with $S_{i}=\left\{\begin{array}{l}1, \text { if } M_{i}^{q}=M_{i}^{t} \\ 0, \text { if } M_{i}^{q} \neq M_{i}^{t}\end{array}, \mathrm{~A}[j-1]<i \leq \mathrm{A}[j]\right.$,
where $\boldsymbol{I}_{\boldsymbol{q}}$ and $\boldsymbol{I}_{\boldsymbol{t}}$ are the query and target images and $\boldsymbol{K}$ means the maximum of motif blocks assigned by the number of strata $\boldsymbol{N}$ specified for motif scan process. Array $\boldsymbol{A}$ gives the information the $i$ th block is subsidiary to the $j$ th stratum. This distance measure will result in a score sum for ranking.

## 4. Experimental Results And Discussion

Query-By-Example is a common technique used in many image retrieval systems. For instance, IBM QBIC in [13] is one of the best-known systems. Our Quadrant Motif Scan also applies such a skill in the system design. On the side, we chose the MCM method to serve as the opposite to show the improvement of motif-based approaches.

### 4.1 Experimental setup

We collected a huge amount of images to test the retrieval performances in different query scenarios. To demonstrate competitiveness, we only show the experiments with

| Class | Bark | Brick | Buildings | Fabric | Flower | Food | Grass | Leaves | Metal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pieces | 13 | 9 | 11 | 20 | 8 | 12 | 3 | 17 | 6 |
| Class | Misc. | Paintings | Sand | Stone | Terrain | Tile | Water | Wood | Total |
| Pieces | 4 | 13 | 7 | 6 | 11 | 11 | 8 | 3 | 162 |

25 images from the Aridi art collection and the MIT Media Lab's collection, which is also introduced in the MCM study. Especially, we made a combination of images approximate the specification for the images used in the MCM method. Textured and non-textured images are existent in our experiments for specific comparison purposes. Scaling manipulation for some samples is also done to examine the retrieval ability of the QMS. About the QMS system, the stratum threshold is adequately set to 5 in default with 341 motif blocks. We found this setting competent to satisfy general retrieval situations and a good balance between computational cost and speed. This setting is, however, still subject to variations of image size. Table 2 shows the related parameters used in our experiments. Again, these numeric values are changeable to pursue the best performance. If the stratum threshold is changed, it requires a reconstruction process of motif extractions for all images in the database. By contrast, the credit setting is flexible and could be dynamically adjusted to evaluate retrieval results. Since there might be many diverse images in the database, a universal credit setting for all kinds of retrieval is really hard to define. We therefore design this flexible facility to meet needs in our experiments. This feature is very helpful when we want to clarify the empirical credit setting toward a specific sort of content in a query image.
With different setups, two typical schemes (see Table 2a) are presented for performance analysis. The only difference is at the number of stratum (and its motif blocks). Scheme B is used to seek if there is a better solution after scheme A is tried out. Normally, a larger stratum threshold can exhibit more accurate motif information about images. A more

TABLE II

| System Parameters in Quadrant Motif Scan |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Scheme | Strata | Motif Blocks | Uniformity | Peaks |  |
| A | 5 | 341 |  |  |  |
| B | 6 | 1365 |  | 10 |  |
|  |  | (a) |  |  |  |


| Credit Setting for Scoring |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stratum No. | 1 | 2 | 3 | 4 | 5 | $6^{\text {a }}$ |
| Credit | 4 | 4 | 4 | 4 | 4 | 4 |
| (b) |  |  |  |  |  |  |

${ }^{\mathrm{a}}$ For scheme B only.
satisfactory result is then prospective. Even though it has been proven useful raising the stratum threshold for enhancing retrieval, this advantage does not always remain true. Through our observations, some factors can still weaken the effect. For example, the content variation or textual semantics of the query image is. Heterogeneity of images in the same database is another key point. These factors more or less give rise to direct or indirect influences on our multi-stratum comparison. Sometimes it may result in a worse case when a larger stratum threshold is given. Therefore, even though this credit adjustment is available, it does not always bring out substantial effects.
Besides the parameters in motif construction, we add a peak inspection function for retrieval supplement. This function uses a peak number to set up how many global peaks of same pixel values accumulated in an image are selected. These peaks are traversed from the highest with proximal peaks omission. To enhance the proposed QMS method, the peak inspection can refine retrieval results by promoting the matching score according to the peak similarity between images. Hence, the resulting similar images with peak difference will be ranked down. The computational cost is considerably trivial to this additional enhancement in exchange for the advancement of precision.

### 4.2 Results

We have performed a mass of queries using multiple combinations of images in order to identify which type of images is more favorable for the QMS scheme. Hypothetically, different types of images may induce different effects to retrieval.
The $128 \times 128$ set of images in the MIT Vistex ${ }^{1}$ collection was set as the first database used to compare with the MCM method. Information for the classification and volume in the database is shown in Table 3. In advance, we would like to note that images of the same class are not necessarily similar even though they are previously classified into groups. In addition, we solely implemented the MCM method without adding color histogram so as to do pure comparison. Fig. 7a shows the query image same as the example used in the MCM study in [10]. The retrieval results in Fig. 7b expose the effectiveness of the MCM method, retrieving 10 out of 11 in the series of buildings. Although the results may cause
${ }^{1}$ http://vismod.media.mit.edu/vismod/imagery/VisionTexture/vistex.html


Fig. 7. (a) Example of the query image. (b) Retrieval results using the MCM method. The retrieved images are ordered from left to right and top to bottom by their similarity to the query image.
different evaluations from individual perceptions, some characteristics are apparent to realize. For example, the intricate grids, which form the appearance of the buildings, are the most salient features in the query image. Among these grids, two colors, black and yellowish gray, are alternate regularly throughout the surface of the buildings. The extent of buildings also occupies most of the image. Hence, we can intuitively infer that a great deal of some repetitive motifs will be extracted during the motif scan process. Plus the uniform parts like the black grids, they all contribute to the similarity metric applied in the MCM. Because the granularity to form a motif is quite small, a $2 \times 2$ grid, any massive prominent patterns are crucial to retrieval; the MCM's similarity metric is based on their statistics. Despite the fact that there are a few deficiencies in the MCM retrieval results shown in Fig. 7b, the performance is brilliant. Referring to the definition for retrieval performance in [14], we made a slight modification and only the first 24 retrieved images in the first page in our system are shown for discussion. Other images are still ranked and remained below the retrieval manifest. We followed this suggestion to display the meaningful matching results.
Taking a look at the QMS examples, Fig. 8a shows the results using 5 strata as the motif scan parameter. The first retrieved, upper-left image is the query image itself, and the
second one is unanimously the most similar image among all others. In this scheme, similarity is decided on an overall view, such as the 4th and 9th ones. Then, we set up another scheme using 6 strata. As we can see in Fig. 8b, the ranking deficiencies in the previous scheme have been evidently improved. To be more persuasive, the 6th image in Fig. 8b should be put ahead to the third or fourth position. In fact, we can achieve this through other credit settings, but here we only use the default setting in Table 2b for general-purpose queries. In comparison with the MCM, however, our QMS appears to be comparable. As mentioned earlier, though some of the retrieved images by the MCM belong to the same class, i.e. buildings, their similarity to the query image may be differentiated from individual to individual. At least speaking of quality, our QMS reveals its competitiveness in this query example.

The MCM method keeps robust when the query image is highly textured or regularly organized. As shown in Fig. 9, any one in the same pair as the query image can readily retrieve the other as the most prior result. Instead, the power to retrieving similar images by the MCM obviously diminishes when the other image is perceptually similar to the query one (see Fig. 10). Unlike the MCM, the proposed QMS is less sensitive to this constraint. The following examples show the retrieval performance when the first (left) one in each pair in



Fig. 9. Two pairs of closely similar images.

Fig. 10 is set as the query image, and the second (right) one is the only similar image in the database. Clearly, the ranking results are getting better from a to c in Fig. 11. After the peak inspection technique is applied to our method, the ranking result is further improved. Turn to another query example (see Fig. 12), this advantage of peak inspection sheerly emerges. In this case, both of the MCM and QMS did not retrieve the indicated image (the 4th in Fig. 12) within the first page. Actually, it was ranked 29 and 35 by the QMS and MCM respectively. Therefore, without peak inspection our QMS may be considered failed in this query example. Besides, we have performed multiple other queries to test its efficacy and we found it useful to refine retrieval results. More importantly, this technique merely causes a slight


Fig. 11. Examples of retrieval performances by different methods when images are perceptually similar to each other. (a) MCM, (b) QMS (5 strata), and (c) QMS with peak inspection.

overhead in computation.
Above experiments are all processed on target images of equal size. In turn, we will show that the QMS has another feature aimed at databases containing images of unequal sizes. To account for the retrieval capability invariant to image scaling, a set of 25 color images was collected from the Aridi art collection. ${ }^{2}$ These images differ in size ranging from 239 $\times 363$ to $724 \times 192$ in disproportional ratios. Moreover, a sole entity, such as a crest or ribbon, located in the center is the common property of the images. From the query examples shown in Fig. 13, the performance of MCM obviously drops down. Due to unfixed image size, the MCM method can not match the query and other images on a consistent criterion. That is, the amount of motifs in the matrix varies image by image. The variation makes matches distorted and hence the invalid results. As shown in Fig. 13a, the query sample is expected to match those images with a circle-shaped object. However, the matching results almost lie in a disordered state. Likewise, the next example shown in Fig. 13b, with a cross-shaped object instead, presents the same problem. Thus, the MCM method seems incompetent to such a scenario.

Along with the previous scheme setting (5 strata without peak inspection), our proposed QMS apparently gave much better results than the MCM (see Fig. 14). Rather than that unorganized matching order by the MCM, the QMS make it more reasonable and acceptable. Ideally, images with a circular or cross object should be retrieved first before others in this case, and the QMS almost fulfills this requirement. Though both retrieval performances are not perfect, refinement could still be reached via changing credit setting. Thus, our QMS is capable of querying in such a scenario in which target images vary in size and outperforms the MCM. Furthermore, we also examined the sensitivity to image scaling to the query


Fig. 12. Example of retrieval results using the QMS with peak inspection.
${ }^{2}$ http://www.aridi.com/vol14.htm


Fig. 13. Two examples of retrieval results by the MCM. The query image in the upper-left corner contains a (a) circle-shaped or (b) cross-shaped object. All images are displayed in thumbnail.


Fig. 14. Two examples of retrieval results by the QMS using the upper-left image as the query image.
image itself and the results showed that the QMS is tolerant of that. In another trial, however, our method is sensitive to image rotation.

## 5. CONCLUSIONS

In this paper, we have introduced another method, Quadrant Motif Scan, based on motif for image retrieval. Images are segmented recursively into sub-regions by an increment of four each time and motif scan proceeds on every region in a limited stratum threshold. Combining with uniformity detection, representative data for a single region is then made. With an arbitrary credit setting, scores for regions on a stratum basis, the matching metric is conducted in a simple, fast calculation process. Other enhanced techniques, such as the mentioned peak inspection in our experiments, can be incorporated in our method to promote precision. Nevertheless, there are existent drawbacks like rotation problem to overcome in future work.

## Acknowledgement

We are grateful to the reviewers' appreciation and comments for revision. This work was funded by the Taiwan NSC under grant no. 94-2213-E-031-006.

## References

[1] W.B. Pennebaker and J.L. Mitchell, "JPEG Still Image Data Compression Standard," Van Nostrand Reinhold, New York, 1993.
[2] F. Mahmoudi et al, "Image Retrieval Based on Shape Similarity by Edge Orientation Autocorrelogram," Pattern Recognition, vol. 36, no. 8, pp. 1725-1736(12), Aug. 2003.
[3] H. Nezamabadi-pour and E. Kabir, "Image Retrieval Using Histograms of Uni-color and Bi-color Blocks and Directional Changes in Intensity Gradient," Pattern Recognition Lett., vol. 25, pp. 1547-1557, 2004.
[4] W. Niblack et al., "Querying Images by Content Using Color, Texture and Shape," Proc. SPIE, vol. 1908, pp. 173-187, 1993
[5] M. Swain and D. Ballard, "Color indexing," Int'l J. Computer Vision, vol. 7, pp. 11-32, 1991.
[6] G. Pass, R. Zabih and J. Miller, "Comparing Images Using Color Coherence Vectors," Proc. ACM Conf. on Multimedia, pp. 65-73, 1996.
[7] J. Huang et al., "Image Indexing Using Color Correlogram," in Proc. CVPR97, pp. 762-768, 1997.
[8] C. Carson, M. Thomas, S. Belongie, J.M. Hellerstein, and J. Malik, "Blobworld: A System for Region-Based Image Indexing and Retrieval," IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 24, no. 8, pp. 1026-1038, Aug. 2002.
[9] J.Z. Wang, J. Li, and G. Wiederhold, "SIMPLIcity: Semantics-Sensitive Integrated Matching for Picture LIbraries," IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 23, no. 9, pp. 947-963, Sep. 2001.
[10] N. Jhanwar et al., "Content Based Image Retrieval Using Motif Cooccurrence Matrix," Image and Vision Computing, vol. 22, pp. 1211-1220, 2004.
[11] G. Peano, Su rune courbe qui remplit toute une aire plaine, Mathematicshe Annalen 36 (1890) 157-160.
[12] G. Seetharaman, B. Zavidovique, Image processing in a tree of Peano coded images, in: Proceedings of the IEEE Workshop on Computer Architecture for Machine Perception, Cambridge, CA, 1997.
[13] M. Flickner et al., "Query by Image and Video Content: The QBIC System," IEEE Computer, vol. 28, no. 9, pp. 23-32, Sept. 1995.
[14] G.. Qiu, "Color Image Indexing Using BTC", IEEE Trans. Image Processing, vol. 12, 2003.

# Parallel Implementation of MPEG-4 Encoding over a Cluster of Workstations 

Karthik Sankar. R, Shivsubramani. K. Moorthy and Soman. K. P<br>Amrita Vishwa Vidyapeetham (Deemed University)<br>Ettimadai (PO), Coimbatore-641105 Tamilnadu, India<br>\{r_karthiksankar,_ramanand\}@ettimadai.amrita.edu, kp_soman@amrita.edu


#### Abstract

"Parallel Implementation of MPEG-4 Encoding over a Cluster of Workstations" is a research project and a project proposal to reduce the delay involved in the MPEG-4 encoding process.


As a case study we take Amrita Vishwa Vidyapeetham which is a multicampus Deemed University, one of its own kinds in India. All the campuses are connected through satellite provided by ISRO (Indian Space Research Organization). A number of e-learning classes, guest lectures and meetings are conducted across the satellite network with the video being compressed in MPEG-4 standard.

The project optimizes the system by parallelizing the encoding process. For this a cluster of machines is created and the video frames are distributed among these nodes. This follows the SPMD (Single Program Multiple Data) model. Dedicated nodes within the cluster perform the encoding process, while there is a node that distributes the
video to be encoded over these nodes. Another node collects the encoded video and places them back in the original sequence. The two nodes can be utilized for the encoding process also.

## 1. Introduction

The encoding sequence contributes a significant delay in a video transmission/distribution system. The Amrita e-learning network is one such system. There are a number of solutions to the delay problem like exploring functional parallelism in the MPEG-4 algorithm and spatio-temporal parallelism. A more interesting solution is to decompose the video sequence into GOPs (Groups of Pictures), and then a dedicated processor independently processes every GOP. The basic idea for data distribution is to arrange the uncompressed video sequence in GOPS. Then, we decide (a) how processors get the GOPS, and (b) which GOPS correspond to each processor as reported by [1] A.Rodriguez, A. González and M.P. Malumbres. The performance of an
encoding system can be improved by employing a cluster of workstations. To take advantage of the potential processing power of clusters of workstations, we can use parallel programming techniques like MPI (Message passing Interfaces). The number of nodes required for optimum performance has been found to be 32 (page 2, Figure 1)[1]. Based on this we find that using 4 processing nodes we can reduce the delay of about 3 seconds in the existing system to about 1.5 seconds. Further, a distribution scheme consisting of 4 processing nodes utilizing a node for
distribution, collection and saving or streaming the video can be employed.

## 2. The E-Learning system

> The Amrita-ISRO e-Learning system is a dedicated satellite based system used for educational purposes. Currently it connects the four campuses of Amrita at Coimbatore, Cochin, Kollam and Bangalore in India. Seminars, classes, video lectures etc. are streamed over this network.


Figure 1: Amrita E-Learning network

The system uses a single node to encode the captured video before transmitting them over the network. Encoding, being a computationally intensive process, introduces a time delay. This, being a real-time operation, any delay observed tends to compromise the visual quality.

## 3. Bottlenecks of the existing system

- Overhead due to the usage of a single node for encoding the real time data.
- In addition to transmission delay, encoding contributes a 3 second delay


## 4. Objective and Scope of the Proposed Parallel System

The need for a parallel system arises mainly due to the drawback of using a single node to encode the captured video. The parallel system aims at reducing the time delay incurred during the compression of the captured video, which will then be streamed over a Network. Having a cluster of workstations, each carrying out a part of the encoding task facilitates this process. This follows the SPMD (Single Program Multiple Data) model.

To overcome the delay problem, it was decided to implement a multi node encoding system that may reduce the delay to about a manageable 1-1.5 seconds. Both uni-processor as well as SMP based nodes can be used to achieve this aim.

The scope of the system is limited to the encoding process. It does not take into account the overhead involved in sending the data over the network nor does it perform traffic management. The role of the scheduler is to split and distribute the video data to the encoding nodes after which the collector nodes collect the data. The two nodes can be used for the encoding process also.

There is no provision for a separate decoder. MPEG-4 is based on the asymmetric complexity. The complexity is present in the encoder, so a separate decoder need not be built. After the encoding process, the data can be transmitted or stored to a file.

## 5. Feasibility Study

One of the main contentions for feasibility analysis would be the hardware involved in the system. The new system would essentially be a cluster. The computers will not be requiring specially configured hardware. Since
system operates in a real-time environment, optimization can be achieved largely in the software side. Thus there is a need for the software to be highly customized to this environment. To achieve this purpose, it was decided to use open source libraries, which can be downloaded and updated from their respective web sites. All the nodes in the cluster run on Linux.

In any project, cost is a major issue, when looking at the feasibility of the system. There was no cost involved for the software, as they were freely available and distributed under GPL (GNU Public License). The hardware cost involved buying the required number of systems to build the cluster and other components of the system.


Figure 2: Detailed Architecture of Parallel System

Overall, the following components will interact during the process.

- The source of the video - such as a video capturing tool
- A node that will form the front interface to the capturing device
- Nodes that will perform the encoding.
- A node that will collect the encoded frames
- A node (or the same node that will collect the encoded
Frames) will then stream the frames over the network in the appropriate format.
For experimental purposes, the source is always assumed to be a raw video file. However, the intended source will be a video capturing device such as a Digital Video Camera. It is expected that the source will emit uncompressed raw video, preferably in YUV format. Thus each frame is uncompressed and "unrelated" to the preceding or succeeding frames.

There is a need to define the unit of video being "treated" by the system. Because the source is expected to deliver individual frames, a frame will be considered to be the unit of video for all practical purposes.

Given the nature of the input and the fact that the encoding libraries expect the input to be in frames, there is no need to split the Video further into Slices, Macro Blocks etc.

Based on our experimentations and study work we arrive at the following graph diagram depicting the delay optimization performed based on the number of workstations used in the cluster.


## 6. Future Prospects

The MPEG-4 encoding process usually involves DCT based encoding which involves a lot of complications during implementation.

The general equation for a 2D ( $N$ by $M$ image) DCT is defined by the following equation:


We propose to replace the DCT based encoding with wavelet based encoding. We can go for Wavelet based implementation for the following reasons:

- It enables better compression with minimal distortion.
- An encryption can be performed on the GOPs using the wavelet filters as encryption keys.
- There is no loss of position information in Wavelet Based Compression

If the video conferencing process takes place in a public domain, security would be a big concern. Wavelet based processing enables a very easy encryption process as mentioned above using the wavelet filters. The wavelet filters which are anyway used for the encoding process can be kept secret using them as encryption keys.

SMP Machines to be used to reduce the network overhead. Dual processor machines avoid communication between compute nodes across a network thus overcoming the network communication delay.

Zero copy mechanism increases the network throughput. It enables data
transfer of data without using TCP/IP, reducing network traffic thus overcoming the network delay. GAMMA(Genoa Active Message Machines) clusters are to be used to implement the zero copy mechanism.
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#### Abstract

In the past decade, the amount of information available on the Internet has expanded astronomically. The amount of raw data now available on the Internet presents an opportunity for businesses and researchers to derive useful knowledge out of it by utilising the concepts of data mining. The area of research within data mining, often referred to as web mining, has emerged to extract knowledge from the Internet. Existing algorithms have been applied to this new domain, and new algorithms are being researched to address indexing and knowledge requirements. Three main areas of interest have emerged in web mining: Mining the content of the web pages; mining the structure of the web; and mining the usage patterns of clients. This paper provides an overview of web mining, with an in depth look at each of the three areas just mentioned.


## I. Introduction

The rate at which new data is created and stored continues to increase. With the cost of storage continuing to decrease, this rate of increase shows no signs of slowing down. Increasingly, companies are finding themselves with so much data that they do not know how to leverage it effectively. This "explosive growth in data and databases has generated an urgent need for new techniques and tools that can intelligently and automatically transform the processed data into useful information and knowledge" [1]. For this reason, the field of data mining is important to both researchers, who see a new emerging technology, and companies that see a new important revenue source.

With the large diversity of databases and other methods of storing knowledge, no single data mining system is able to address the entire field. Instead, individual data miners must be customised to each application. The diversity of the data has also lead to several different fields of research within data mining itself. Some of the major types of rules and algorithms are described in the next section.

The Internet is quickly becoming one of the largest data sources in the world. "As the popularity of the Internet explodes nowadays, it is expected that how to
effectively discover knowledge on the web will be one of the most important data mining issues for years to come" [1].

Due to its rate of growth, it has become nearly impossible for a user to manually traverse the web searching for information. Automated search engines are now a necessity, and "it is believed that a majority of web user sessions now begin by first consulting a search engine for an informational need" [2]. Web mining, or knowledge mining of the World Wide Web, has become an important and necessary part of the web and data mining communities.

This article provides a brief but thorough overview of the field of web mining.

## II. Background Information

An important aspect of data mining is that the search algorithms must be efficient and scalable. For this reason, the optimal solution is rarely found, and a trade off is made between efficiency and accuracy of the results. Reference [1] provides a very valuable and in depth overview of the field of data mining. Different terms referred to throughout this paper require a background in data mining. Some of these terms are explained here briefly.

## A. Association

Association algorithms attempt to find the relationships between different items within the dataset. The presence of some items in a given set of data will sometimes imply the presence of other items. This implication is the association rule, and it can be measured in terms of confidence and support. Confidence concerns to the strength of association (percentage of time it holds true), while support is a measure of the frequency of the occurring patterns in the dataset. An example of association with a very simplified dataset is presented in Fig. 1 below.

| Dataset | Observations: |
| :---: | :---: |
| ABC | Every time A appears, B appears Every time C appears, B appears Every time D appears, B appears |
| BC |  |
| AB |  |
| BD |  |
| Evaluation of Associations: |  |
| A implies B, $100 \%$ confidence (2/2), $50 \%$ support (2/4) |  |
| C implies B, $100 \%$ confidence (2/2), $50 \%$ support (2/4) |  |
| D implies | \% confidence (1/1), $25 \%$ support (1/4) |

Fig. 1. Examples of Association.

## B. Generalization

Depending on the detail level of the items used for finding association rules, it may be difficult to find any relevant rules. By generalizing the data a level or two higher, for example merging dog and cat into a new class pet, new strong associations may be found. The hierarchies used for generalization are generally adjusted dynamically in order to maximize the effectiveness of this rule.

## C. Classification

Data classification uses common properties of objects to group them into classes. The classes and the properties are derived from a training set, itself derived from a subset of the dataset, which trains the classifier. Since the classifier is trained, this is technique is known as supervised learning.

This is an important field of data mining, as most raw data is not divided into classes. Several fields of research have been applied to this technique, including statistics, machine learning, neural networks, and expert systems.

## D. Clustering

Data clustering is similar to classification, except that there are no known classes. This technique is known as unsupervised learning, since it does not use a training set. Clustering is useful for identifying the sparse and crowded places, however it can be expensive to store and compute the clusters.

## E. Sampling

Sampling is used to reduce the computational complexity, and can generally be applied to achieve much greater efficiency with little loss of accuracy. Random
samples are taken out of the data set, and these samples are examined as if they were the entire data set. This process can be repeated and the results combined in order to improve the accuracy of the results. Combining results like this is sometimes referred to as bagging.

## III. Web Mining

"Web mining is the use of data mining techniques to automatically discover and extract information from Web documents and services" [3]. The size of the web is an elusive number. The moment anyone tries to quantify the size, it has already changed, almost like a Heisenberg principle (The Heisenberg Uncertainty Principle: The more precisely the position is determined, the less precisely the momentum is known) of the Internet. On top of this, not only does the number of resources grow, but also much of the content that does exist is changed from time to time. In order to estimate the current size of the web it is observed that Google (http://www.google.com), a popular search engine, currently indexes 8 billion web pages. While that figure does not encompass the entire web, it does give an idea of just how large the Internet is. Business and e-commerce considerations, combined with the fast growth of information sources and the interest of several fields of research have resulted in a booming research area. There are three main subcategories of web mining: web content mining; web structure mining; and web usage mining. "Web content mining refers to the discovery of useful knowledge from web resources" [4]. Web structure mining refers to studying the hyperlink structure of web pages, both links to and from each page. Web usage mining refers to studying the usage habits of users and other agents as they access web resources. Table 1 [5], gives an overview of the domain of web mining. The columns represent the different domains of web mining, which will be examined in detail in the following subsections, while the rows represent the various concepts and techniques associated with each domain.

## A. Web Content Mining

One of the major goals of this field is simply to find and retrieve new resources from the web. Another important goal is to categorize and cluster the resources that have already been found, while still another important goal is to extract the actual information from a web page.

TABLE I.
WEB MANING CATEGORIES [5]

|  | Web Mining |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Web Content Mining |  | Web Structure Mining | Web Usage Mining |
|  | Information Retrieval View | Database View |  |  |
| View of Data | - Unstructured <br> - Semi-structured | - Semi structured <br> - Web site as DB | - Links structure | - Interactivity |
| Main Data | - Text Documents <br> - Hypertext documents | - Hypertext documents | - Links structure | - Server logs <br> - Browser logs |
| Representation | - Bag of words, n-grams <br> - Terms, phrases <br> - Concepts or ontology <br> - Relational | - Edge-labelled graph (OEM) <br> - Relational | - Graph | - Relational table <br> - Graph |
| Method | - TFIDF and variants - Machine learning - Statistical (including NLP) | - Proprietary algorithms <br> - ILP <br> - (Modified) association rules | - Proprietary algorithms | - Machine Learning <br> - Statistical <br> - (Modified) association rules |
| Application Categories | - Categorisation <br> - Clustering <br> - Finding extraction rules <br> - Finding patterns in text <br> - User modeling | - Finding frequent sub-structures <br> - Web site schema discovery | - Categorisation <br> - Clustering | - Site construction <br> - Site adaptation <br> - Site management <br> - Marketing <br> - User modeling |

Finding new resources from the Internet generally involves using programs called spiders, which crawl the Internet by traversing the hyperlinks that are found in web pages. As mentioned in the previous section, there is a lot of data out there. If each web page is estimated as being 12.5 kilobytes of text, then the entire content of the Google's repository could be stored in approximately 100 terabytes. This represents a total cost of only $\$ 100,000$ to store (at a present cost of $\$ 1 / \mathrm{GB}$ ), which is surprisingly small. However, even if you were able to download the entire contents of the Internet into a massive storage array, not only would it be obsolete before the first few pages were done, but no algorithm could be effectively scaled to be efficient in such a set up. For this reason, "decisions must be made as to how to use the available processing and bandwidth in order to maintain a collection that balances quality, freshness and coverage" [2].

The lack of structure makes any content mining difficult. For this reason, many of the content miners that have been created are limited in their scope or domain. Generally content miners do not interpret the documents themselves, but rather they parse a document and index all the different terms within the document. There are two paradigms for doing this: The Information Retrieval (IR) viewpoint is interested in finding the information and filtering it, while the Database (DB) viewpoint is more interested with structuring the content for sophisticated queries. The IR viewpoint is usually used to index and classify unstructured or semi-structured data. The DB viewpoint generally tries to infer the structure of the web site to transform a web site to become a database.

## B. Web Structure Mining

Web structure mining is interested in providing a quality rank or a relevancy for each web page, which can be combined with web content mining techniques to return more accurate and complete results to searches. This is accomplished by extracting knowledge from the way documents on the web refer to each other via hyperlinks. Hyperlinks enhance the quantity of information that can be found from a single document, since by following the hyperlinks additional relevant information can usually be found. The problem with web pages is that some are not self-descriptive, while some links are purely for navigational purposes. Web structure mining aims to filter web pages by their structure in terms of their importance.

One of the first major projects undertaken in this field of research was the Hyperlink-Induced Topic Search (HITS), which is an iterative algorithm that mines a graph structure from the web. This graph structure is used to evaluate pages as being either a hub or an authority on a specific topic. Hubs are pages that refer to many highranking authorities on the topic, even though they may have little information about the topic themselves. Authorities are pages that contain information on the specific topic and are referred to by several hubs. Fig. 2 shows the relationship between hubs and authorities. The problem with HITS is that it is a purely link-based algorithm, meaning that all links are considered to have equal weight. This results in HITS having a few problems:

HITS tends to return more general web pages as opposed to actual authorities on a subject. Topic drift may occur when a hub is referenced which has multiple topics since all out-links receive equal weight from the hub.

Popular sites, which may actually be content poor, can receive high marks due the amount of pages that are linked to them.


Fig. 2. Hubs and Authorities.
In response to the problems encountered with the HITS algorithm, the CLEVER algorithm was developed. "This algorithm assigns a weight to each link based on the terms of the queries and the end-points of the link" [6]. Hubs are also decomposed by topic (by leveraging content mining techniques) in order to eliminate topic drift by only counting links to authorities that really are related to the searched topic.

A third algorithm which has been developed for this field is the PageRank algorithm, made well known by Google. With this algorithm the web crawler precomputes page ranks, increasing the speed that ranked search results are returned. The logic is that if a page has important links coming in, then it must have important links going out. PageRank also tries to estimate the probability that a surfer would visit a page without traversing to it through a link (by physically inputting the URL, or via a bookmark in the browser), as this should have some weight to the importance of a page. Currently PageRank distributes the rank equally among all the links, as shown in Fig. 3, however research is being conducted to weight the links based on their relevance [6].

## C. Web Usage Mining

Web usage mining tries to make sense of the user's browsing and usage of a set of web pages. This technique can be broken down into three key components. First the pre-processing step converts the raw data into a more concise, usable form. Pattern discovery then tries to find rules and knowledge from the data. Pattern analysis is used to parse these results and determine whether or not the knowledge is actually useful.


Fig. 3. Simplified example of PageRank [6].
Pre-processing: The amount of information that is available for web usage mining is enormous, as well as noisy. Because of this, data cleaning methods are necessary. The cleaning methods should prepare "data that allows the identification of a particular user's browsing pattern in the form of page views, sessions, and click-streams" [7]. There are three sources of information for web usage mining data: from the server level logs, from the proxy level logs and from the client side level logs.

Mining the server level captures all the external requests for the web page. Since some requests come from proxy servers, it can be difficult to track individual users and sessions. Caching on the client or proxy server can also result in missed statistics since the server is not informed when the site is served to the client this way. Cookies can store client information; however this does raise some privacy issues, which will be discussed later in this article. It is also hard to tell when a user has left a web site. Server side pre-processing attempts to address all these issues by: imposing default timeout restrictions; inferring cached page references; and via sessions representing a single click-stream.

Mining from the proxy level, information about multiple clients visiting multiple servers can be extracted. This information may be too sparsely populated to pull out anything usable; however it is an area where more research could be done.

Mining from the client level fixes the problems of caching and session identification; however such data mining is generally regarded as spy-ware. Today, as privacy concerns are increasing, most users wish to remain anonymous when they are online. Also, even if a special browser is installed to track usage, such as NetZero (http://www.netzero.com) or AllAdvantage (http://www.alladvantage.com) (failed business plans involving paying customers to have targeted banner ads displayed in their browsers), it becomes difficult to convince the user to use the browser for their regular activity.

Pattern Discovery: Once the data has been pre-processed (cleaned), the pattern discovery phase may begin. "Pattern discovery draws upon methods and algorithms developed from several fields such a statistics, data mining, machine learning and pattern recognition" [8]. Pattern discovery applied to web mining requires more prior knowledge, since the Internet is not ordered like a database. This does have a benefit however, since the variety of data and data sources generally adds many dimensions of extra information.

Statistical analysis can be run on the data. This is a simplistic approach to mining, however can yield information such as system performance and security, as well as provide insight on how the site should be modified and help with marketing decisions.

For a more thorough analysis of the structure of the website, association rules can be used to find what pages users frequent regularly. This can find patterns where users have to navigate through several stages to get from one page to another. By identifying these patterns, links can be added or removed in order to facilitate site navigation.

Clustering analysis is used to cluster users and pages that are related. These statistics can make dynamic recommendations to users, such as what Amazon (www.amazon.com) does by recommending books and offering bundles based on what a user's preferences are. These recommender systems are used by businesses to convert browsers into buyers, increase cross selling, and build loyalty in their customers.

As a result of this analysis, decisions can be made about groups of users and what they want from the website. "From a business perspective, one of the major goals of web usage mining is the personalization to individual users on a massive scale, often known as mass customisation" [8]. By customizing the page to the user's profile, not only does the user get what he/she wants, but marketing and sales advertisements are directed at the correct demographic and thus generate maximum return.

Pattern Analysis: The final stage of web usage mining is pattern analysis. Pattern discovery may not present its results in a readily presentable form; pattern analysis transforms this data into an accessible format. "The overall goal of pattern analysis is to eliminate the irrelevant rules or patterns and to extract the interesting rules or patterns from the output of the pattern discovery process" [4].

## IV. Semantic Web

A new idea is emerging to have a semantic web that coexists with the current web. A semantic web is a mesh of linked information that can easily be processed by machines on a global scale. Rather then the current standard of having meta-data, a semantically rich
language such as Web Ontology Language (OWL: http://www.w3.org/TR/owl-features) will be embedded in web pages. OWL will enable much more information to be stored compared to the current web-as-database approach with limited meta-data. This semantic web will fit into web mining: web mining will enable the semantic web, and the semantic web will improve web mining effectiveness. Because of the importance of the accuracy of a semantic layer, automation would be required to generate the semantic information. This information would then be available to external web miners, which would allow them to perform their tasks more effectively. Only time will tell if researchers will push the semantic web idea hard enough for it to take hold.

## V. Privacy Concerns

As stated previously, "Most users want to maintain strict anonymity on the web" [8]. Site administrators however want all the information that they can get on their users so that they can tailor the website to the largest demographic of user. Essentially what is needed is that the analysis on the usage data does not compromise the privacy of any individual user.

Cookies are little packets of information stored on a web user's system by the web sites that they visit. Cookies raise privacy issues because of how they are being used. Originally cookies were designed to allow web advertisers to track what banner ads a user clicked on, so that they could be served similar ads in the future. With time, some companies developed the idea of placing a unique serial key in their cookie and storing all of the user information that they could track on their own server This information could include real world data such as name, address, phone number, and a financial profile. The prospect is certainly somewhat frightening. Currently most sites that require a user to create an account have a detailed privacy policy, which explains any information that will be collected and how it will be used.

The W3C has an initiative called Platform for Privacy Preferences (P3P: http://www.w3.org/P3P/), which will essentially handshake with a user's computer until a level of privacy is agreed upon between the server and the user, and the connection is made.

## VI. Discussion

This paper has attempted to cover the major aspects of web mining research. Web mining is, like the Internet itself, still in its infancy. The general push is to focus on web usage mining, as businesses try to maximize their online potential, and try to find new ways to use extracted knowledge and information. Web mining still has lots of room for improvement. New types of knowledge are to be found within the web; and extracting and leveraging this knowledge will provide value to both researchers and
business. The algorithms used for web mining, and data mining in general, are constantly evolving, and new algorithms will undoubtedly emerge. As the web gets larger and larger, techniques for extracting knowledge incrementally, as well as in a distributed fashion, will help to increase the scope, and the efficiency, of mining for knowledge.

The amount of data available through databases on the web is probably much larger then what spider programs can currently crawl to. While all three of the major fields of web mining are being researched, the emphasis from a business perspective is definitely on web usage mining. When it becomes possible to access all of this information automatically, web mining will become a very important field of research, as it will allow for mining from almost all publicly available information.

Some current research into usage mining includes using Neural Networks to cluster users and pages (Yi [9]), intuitive fuzzy logic (Petrounias et al. [10]), session reconstruction (Zhang and Ghorbani [11], and Nadjarbashi-Noghani and Ghorbani [12]), as well as site personalization (Silvestri et al. [13] and Eirinaki et al. [14]).

Content mining research includes mining data records from web pages (Liu, Grossman and Zhai [15]), indexing pages via key phrases (Hammouda and Kamel [16]), searching for information on people (Harada, Sato and Kazama [17], and Al-Kamha and Embley [18]), and lastly extracting information from the hidden web (Hedley et al. [19] and Fontes and Silva [20]).

Structure mining research includes creating smarter web crawlers (Altingovde and Ulusoy [21]) and new extensions of the HITS algorithm (Kao et al. [22]).

Privacy will always be an issue with web mining. Since surfers generate most of the data used for web usage mining, measures need to be in place to protect individuals' rights, while at the same time allowing the field of research to grow. The W3 Consortium has made recommendations on how to proceed with this regard, it remains to be seen if they will be implemented.
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I. Introduction

The rapid growth and coexistence of different application domains, such as multimedia and embedded systems, present a significant challenge to the provision of their Quality of Service (QoS). To solve this challenge, we need a unified QoS framework, which allows flexibility and re-configurability.

Techniques such as over-provisioning of resources work if there is a single application, but cannot easily be extended to realistic scenarios where we have multiple applications competing for the same resources. Therefore, the operating system must allow an application to request some QoS, which is a measure of the resources required by the application. In the following paper, we present an approach which is targeted towards providing quality of service for applications in terms of overall performance which includes both resource (Memory, I/O and Network) usage and timing.
The point to note is that the high performance applications have different QoS requirements and this poses some demands on the resources, like scheduling policies need to emphasize on meeting deadlines, memory management needs to ensure pages are pinned down with bounded access etc. Hence, an operating system which is meant to provide QoS support must have the entire system and each component to be aware of the QoS policies. We thus come up with a Coalesced QoS model which is a unification of the entire resources available in the system and made available to the applications.
KLOS is a Kernel-Less Operating System [1, 2] wherein all processes execute at the unprivileged level having their own private execution space and function independent of all other processes in the system. KLOS is able to achieve high performance due to its architecture and its service call mechanism. In traditional operating systems, a service call in almost all cases involves a ring-transition to the kernel where the required function is then performed. Traditionally this is achieved by using the trap/interrupt which transitions into the kernel to execute the required function. However, in case of KLOS, there is no ring-transition during service calls and this accounts for the High Performance attributed to KLOS. It is
this feature of KLOS which makes us work on providing Quality of Service to further enhance the performance of the operating system.

Our resource management scheme builds on and significantly extends the established resource allocation model described in [7]. The precise resource requirements of the applications, as well as the number and timing constraints are unknown in advance. These details depend on many factors known only at runtime. The driving principle behind Coalesced QoS is to give applications enough control so as to specify the resources it requires, with the operating system accommodating the request through allocation and negotiation. Till date, research carried out in this domain has not dealt with the management of multiple resource types, concurrent access to different resources, explicit timeliness control, feedback about resource usage, control on resource overruns and management of interactions between resource users and considerations of portability and compatibility.

In our work, we therefore strive for practical and acceptable alternatives which can guarantee access to different resource types. We investigate various resource allocation techniques to provide a unified approach of providing Quality of Service (QoS) to applications. Our methodology takes advantage of the fact the quality of service being provided is not just limited to the processor time but also, all other system components do play a role in the negotiation. We propose integrated architecture for runtime application support, and runtime adaptation to application state variations. Our resource model captures the essential requirements of the applications in a simple, efficient yet general form. Our resource management work significantly extends established real-time scheduling theory, and reservation enforcement mechanisms.
Our approach is in developing a semantically rich model supporting the high-level design/representation of QoS adaptation strategies and concerns. We are designing and implementing mappings to derive runtime resource requirements and for incorporating the information gathered at runtime into refinement of the Quality of Service provided by the operating system.

## II. Related Work

One of the fundamental problems with doing resource allocation in operating systems is that decisions as to which task should receive a given resource. These decisions are based on a measure (e.g. priority) which does not permit control over the actual quantity of a resource to be allocated over a given time period, particularly when this time period is small.
Managing Quality of Service (QoS) in an operating system can be done in a number of ways. At one extreme, one can make hard real time guarantees to applications, refusing them to run if the hard real time guarantees cannot be met at any stage. At the other extreme, one can provide a model which takes into account the fact that the resource reservation decisions are not made only at the beginning of the task but can be recurring to take fluctuations of resource
availability and demand into account.
In general, the approach is to provide probabilistic guarantees and to expect applications to monitor their performance and adapt their behavior when resource allocation changes.

## A. Environment

The growing popularity of providing QoS in operating systems to support multimedia applications has resulted in several research efforts that have focused on the design of predictable resource allocation mechanisms. Consequently, in the recent past many projects/techniques have attacked the problem of providing quality of service in operating systems in a number of ways [14]. Early work on reservation-based real-time systems focused on the CPU as the resource to be shared. But to make the design of the system more complete, a sufficient model should not only cover CPU but all resources of interest, such as disk bandwidth or network. Hence, systems such as "Resource Kernels" have extended the initial work. They use deterministic reservation times, which lead to over allocation of resources since the worst case must also be covered. The common approach adopted by all of these focused on CPU scheduling mechanisms.
Most of the systems described are intended for more coarsegrained resource allocations. The Q-RAM architecture [7] follows a centralized approach where tasks specify their resource requirements to a central entity responsible for resource management.
In the Eclipse OS [6, 8, 9], applications obtained a desired quality of service by initially acquiring a resource reservation for each required physical resource by incorporating a potential share scheduler for each resource.
Further research resulted in the prediction of response times of the applications before they are executed in order to meet the QoS requirement in the metric of timeliness [5].
Several extensions have been made in existing workstation operating systems, using QoS based Resource Management Model [4], to assist the execution of multimedia systems wherein applications arrive with a request for a certain amount of resources which is provided to the system via the resource demand function and describes the different QoS settings of the application.

Significant information regarding implementing QoS in operating systems could be gathered from the Synthesis Operating System [3] where the kernel combines several techniques to provide high performance, including kernel code synthesis, fine grain scheduling and optimistic synchronization.
Instead of priorities, Synthesis uses fine grain scheduling which assigns larger or smaller quanta to threads based on a "need to execute" criterion. Effective CPU time received by a thread is the determined by the quantum assigned to that thread divided by the sum of quanta assigned to all threads.
Furthermore, guarantees need to be dynamically renegotiated [7] to allow the users to agree upon QoS parameters that satisfy service user(s) and service provider.
The connection request is rejected if no common agreement upon QoS is found. The service provider or called service user should provide the reason for rejection and perhaps
additional information to the calling service user so that the request can be modified and resubmitted (with a higher probability of success) or cancelled. Furthermore, a QoS contract might be changed (i.e., renegotiated) during a sessions lifetime.
Providing QoS through Reservation Domains makes use of hierarchical, proportional-share dynamically reconfigurable resource schedulers at the device driver level for the management of disk and network bandwidth and for CPU scheduling.
Reservation domains enable explicit control over the provisioning of system resources among applications in order to achieve the desired levels of predictable performance. In general each reservation domain is assigned a certain fraction of each resource. The basic idea behind reservation domains is to isolate the performance of reservation domains from each other. In particular, timesensitive applications can coexist with batch processes on the same system. The importance of cumulative service guarantee is discussed which complements other QoS parameters like delay and fairness. Informally, guaranteed cumulative service means that the scheduling delays encountered by a process on various resources do no accumulate over the lifetime of the process.
Coalesced QoS addresses the shortcomings of the above mentioned models by accounting for other modules of the operating system also.
Jeffay et al. [15] employ hard real-time scheduling theory in a specialized micro-kernel to address timing issues related to different stages of live video and audio processing. Robin et al. [17] designed a system based on Chorus [16] micro-kernel that addresses both the network and end host QoS control.

## B. Quality of Service in Operating Systems

The Quality of Service (QoS) refers to the level of commitment provided by the service and the integrity of that commitment.
Quality of Service is a general term for an abstraction covering aspects of the non-functional behavior of a system. In particular, it includes not only the specification of non-functional service characteristics, but also necessary data models, operational constraints, and information about data measurement, monitoring and maintenance.
QoS represents a user's expectations for the performance of an application. It can also be defined as the collective measure of the level of service as requested by the user. It has been realized that in order to guarantee any QoS , applications must receive predictable resource allocation from the operating system. Since QoS can change during the execution of the application, the resource allocation from the operating system should also provide flexibility to accommodate the dynamic QoS requirements. The effort of utilizing available resources to satisfy QoS requirements can be largely classified into two types: resource reservation provided by the operating systems, and adaptation from the applications to accommodate resource availability.
In the context of operating systems, on a typical system,
multiple applications may contend for the same physical resources such as CPU, memory and disk or network bandwidth. An important goal of an operating system is therefore to schedule requests from different applications so that each application and the system as whole perform well. As an example, let us consider real-time applications, which must have their requests processed within certain performance bounds. To support real time applications correctly under arbitrary system load, the operating system must perform admission control and offer quality of service (QoS) guarantees. Many multimedia applications have timing requirements and other quality of service ( QoS ) parameters that represent the user's desires and expectations for the performance of the applications. The complexity of providing for these timing requirements at the system level is exacerbated by the fact that the user may change those timing requirements at any time during the execution of the applications; and of course the user may create and terminate multimedia applications at any time.

In dealing with QoS management it is important to realize that there are different types of QoS parameters for different levels of the system. Applications must interact with the user in terms of user-level QoS parameters. Once the user-level QoS parameters are determined, they have to be mapped into system-level QoS parameters that would be meaningful for system-level resource management mechanisms. These system-level QoS parameters would describe how much time is needed on various resources. They depend on the user-level QoS parameters and on detailed computations that the operating system performs on data elements.

To allow the user to specify the QoS parameters desired at the highest level, the application must be able to map from user-level QoS parameters to system-level QoS parameters. The system-level parameters are required for the application to be able to ask for the resources it will need to execute. If the resources are unavailable, the system-level resource management mechanism should be able to communicate the fact that those parameters cannot be guaranteed. It should then initiate a negotiation to arrive at a set of system-level parameters that can be supported by the system. The inverse mapping to user-level QoS parameters should yield a QoS specification that can be tolerated by the user. Thus, the inverse mapping from system-level to user-level QoS parameters is just as important as the forward mapping.

A resource reservation approach must allocate the reserve for its computation on behalf of an incoming application request; it must know what the reservation parameters should be. This approach requires the application and OS to enter into a dialogue to allow the application to explicitly request OS specific QoS level, meaning a certain pattern of OS operations to be called with certain timing constraints. The operating system must then map the requested QoS requirements to system resource requirements and decide whether it can acquire the reserves to support that activity. Further, the OS must have the machinery to map those QoS requirements to system resource requirements.

The operating system could store in a persistent preferences database some information about reservation levels used in previous instantiations of the applications. This information
would be a good guess as to what reservation levels should be in case the incoming application is memory intensive or IO intensive, and it might be possible to maintain a small database to map prior experience with different QoS parameters to reservation parameters. This approach might get much more complicated as more QoS parameters, reservation parameters, and target system architectures are used. The initial reservation level could be set to zero or some other relatively small value that is known to be smaller than the actual reservation level. This approach requires the mechanisms for reservation level adaptation to quickly acquire the feedback on usage that is necessary to set a reasonable reservation level where desired quality of service parameters can be achieved. Hence, the operating system should support the process of self calibration. Namely the appropriate requirement is calculated from on-the-fly feedback of application performance, and is calibrated when the performance does not meet the QoS requirement. A system that adapts transparently to available platform resources should employ an adaptive QoSmapping function.
Earlier in this paper, we effectively stated that QoS provides the ability to handle application traffic such that it meets the service needs of certain applications. We recall that, if operating resources were infinite, the service needs of all applications would be trivially met. It follows that QoS is interesting to us because it enables us to meet the service needs of certain applications when resources are finite.
A QoS enabled operating system should provide service guarantees appropriate for various application types while making efficient use of available resources. A performanceassured operating system must be able to provide each client or class of clients their desired QoS irrespective of the behavior of other clients. This implies protection of well-behaving clients from those violating their QoS specification.

## III. Kernel-Less Operating System (KLOS)

## A. Introduction

The purpose of operating system is to multiplex shared resources between applications. Operating Systems provide services that are accessed by processes via mechanisms that involve a ring-transition to transfer control to the kernel where the required function is performed. This has one significant drawback that every service call involves an overhead of a context-switch where processor state is saved and a protection domain transfer is performed. However, on processor architectures that support segmentation, it is possible to achieve a significant performance gain in accessing the services provided by the operating system by not performing a ring transition. KLOS is a Kernel-Less Operating System, acting as a proof-of-concept vehicle, wherein all processes execute at the unprivileged level having their own private execution space and function independent of all other processes in the system.
Operating systems define the interface between
applications and physical resources. Unfortunately, this interface can significantly limit the performance and implementation freedom of applications.
Most, if not all production level operating systems have a dual mode of operation - (1) the privileged level where the kernel resides and, (2) the unprivileged level where application and system processes execute. A ring transition mechanism is used to move from one level to the other. The idea behind this separation has always been protection and stability. However, on processor architectures that support segmentation, it is possible to achieve a significant performance gain by eliminating the ring transition. Further, such gains can be achieved without compromising protection. This is made possible by the use of a subtle trick involving segmentation and Task State Segments (TSS).
To this end, we have designed new operating system architecture, in which -

- There is no kernel as perceived in current operating systems,
- Operating system services are accessed without a ring transition,
- All processes and the operating system execute at the unprivileged level and,
- Each process has its own private address space and virtual memory mappings and functions independent of all other processes in the system.
KLOS, a Kernel-Less Operating System is a realization of this design. Regular runaway processes do not pose a threat to the stability of the operating system built on this design. Processes that are specifically engineered to thwart the stability of the system are contained with a very high probability of success [1, 2]. KLOS is able to achieve high performance due to its architecture and its service call mechanism.


## B. Design of KLOS

Traditional operating systems comprise of a kernel, that is responsible for providing the core services of the operating system and a shell or applications that reside on top of the kernel using its services and providing an interface to the user. In KLOS, there is no kernel per se. Instead, the entire operating system is made available to each application as a part of its execution space, running at the same privilege level.

The design of KLOS relies on the segmentation capability of the x86-based processors but is different in its approach with use of the TSS, doing away with the down-call to the kernel. The authors [1, 2] method is dynamic, which means there is no code pre-scanning or other procedures that need to be applied on application code before it is executed.
The architecture, at its heart consists of an event core that is responsible for acting upon external events (hardware interrupts and processor generated exceptions).

Events are the only means of vertical up-calls to the unprivileged level. There are no down-calls to the privileged level eliminating a protection domain transfer during normal program flow. All the components of a typical operating system like the memory manager, scheduler, process manager, device drivers etc. run in the unprivileged level and
have a horizontal mode of interaction.
KLOS is able to achieve high performance due to its architecture and its service call mechanism. The service call mechanism of KLOS results in a general 4 x improvement over the traditional trap (interrupt) and a 2 x improvement over the Intel SYSENTER/SYSEXIT fast system call models.

## IV. Coalesced QoS Framework

## A. Design

One of the fundamental problems with conventional operating systems is the decision as to which task should receive a given resource. These decisions are based on a measure (e.g. priority), which does not permit control over actual quantity of resource to be allocated over a given time period, particularly when this time period is small.
By interacting with operating system kernels and application-level hooks, QoS aware operating system has been proved highly effective in supporting high performance applications via run-time probing, and adaptation of applications. Therefore, application configurations and performances can be tailored to different user behavior and characteristics of ubiquitous environments. To be more specific, the QoS aware framework is expected to provide the following critical functions:

Run-time probing. Applications are subject to run-time probing with respect to the instantaneous performances of their QoS parameters. Such QoS probing is the responsibility of operating system. Probing is useful in learning about application behavior, so that better run-time adaptation rules may be set accordingly.
Run-time adaptation. During application run-time, the operating system may assist the application to adapt to the changes of resource availability or user requirements. Such behavioral changes exist due to the sharing of resources among applications; or lack of resource reservation mechanisms. The operating system changes the application behavior correspondingly when significant variations in these triggering sources are detected.

Our goal is to find adaptation strategies that could be applied on-line during application runtime. We claim that solving sophisticated optimization problems will generate too much overhead and delay. Therefore, we have aimed at rather simple, but efficient heuristics. Therefore, this is the preferred approach for a dynamic "on the fly" adaptation of applications during runtime.

A key problem with the single resource scheduling algorithms is that they are not designed to make use of the information in the additional resource requirements. Our contribution is to come up with a new heuristic for scheduling, wherein our algorithms are resource-aware,
meaning that they are able to use the additional resource information in the system to intelligently adjust the priority of the execution among the waiting jobs.
Our architecture is based on the notion of feedback so that the period assigned to threads change dynamically as the resource requirements of the processes changes.
Ideally resource allocation should ensure that every process maintains a sufficient rate of progress towards completing its tasks. The progress is determined by how much time does processes take to complete and this progress is relative to its priority in the system. The priority of a process is calculated based on the relative use of all the resources in the system and how much is each process utilizing a particular resource. This feedback mechanism periodically monitors the resource usage of each process and automatically calibrates its priority based on the current usage of the resources.

In our proposed architecture, we use the resource allocation information to come up with a scheduling heuristics so that processes can be sequenced in the queue as per their priority. The priority of the processes is based on a heuristic which takes into account the number of resources the process is using as well as the quantity of the resources. This is done by profiling the system calls for each process.

We modify the system call in KLOS, wherein it is built with QoS Support to include the resource requirements for each process so that we can profile the resource requirement of a process and calculate the priority based on this information.

Run time profiling of the processes is done in the system so that we can raise the priority for processes as time progresses. This is done on the basis of the age of a process and the relative use of all resources in the system by a particular process. Notion is being usable in practice and a process should be able to shed light itself at runtime regarding the resources it will be using.

## B. Stochastic Scheduling

In order to satisfy our needs for scheduling policies that can leverage the performance variability of resources, we come up with a scheduling policy. We describe a methodology that allows our scheduling policy to take advantage of the information to improve application execution performance.
This work on resource-aware scheduling policy is being conducted in a larger context of real-time resource reservations in KLOS as to provide reasonably high Quality of Service. The resource allocation policies are controlled by the scheduler to meet the timeliness requirements, tailoring their behavior in response to the actual resources available. As opposed to systems, where all resource requirements are known well in advance, we have a model where the resource requirements are calculated at run-time and our heuristics support our claim for high performance in such an environment.

TABLE I
SUMMARY FOR EQUAL USAGE OF RESOURCES

| Observed Parameters | Process Intensity = 4 | Process Intensity = 7 | Process Intensity = 10 |
| :--- | :--- | :--- | :--- |
| CPU Utilization | Coalesced QoS (1.05) | Coalesced QoS (1.10) | Coalesced QoS (1.10) |
| Memory Utilization | Coalesced QoS (1.05) | Coalesced QoS (1.04) | Coalesced QoS (1.10) |
| System Throughput | OSP (1.03) | Coalesced QoS (1.10) | X |
| Avg. Waiting Time | X | X | Coalesced QoS (1.12) |

Process Intensity refers to the Process Creation Intensity. The table tells us which model performs better and the value in bracket is an indicative of how much the performance is increased. An ' X ' means that both the models perform equally.

Since our approach is primarily based on real-time scheduling of processes in the presence of multiple resource requirements, it needs to be addressed in a comprehensive manner. Successfully applied scheduling techniques have been based on preemptive fixed priority scheduling in most real-time systems developments since Liu and Layland introduced it in their paper [25]. However, dynamic priority schedulers can achieve higher schedulability than fixed ones, and non-preemptive schedulers incur less run-time overhead.
The fundamental desirable characteristic of a priority scheduler is that the system should always be executing at the highest priority. However, it is not always possible for a system to conform to this requirement. When circumstances within the system force a higher priority task to wait for a lower priority task, priority inversion occurs. In our framework, we have priority assigned to each process and this might lead to an uncontrolled priority inversion problem. It is important to note that every operating system experiences incidents of priority inversion; the issue is not the presence of priority inversion but rather the time duration of each source of priority inversion. The magnitude of priority inversion is thus very important in assessing whether an operating system will be suitable for a particular application or system.
We thus know that such problems occur because priorities alone are not expressive enough to capture all the relationships between the resources. Our approach here has an advantage here that the priority is calculated by taking into account the resources a process requires as well as the age of a process and this approach has some clear advantages which can be seen from the results.

## V. Performance Evaluation

In this section, the simulation model designed to evaluate the performance of our resource allocation scheme is described. In order to compare the performance of our algorithm, we simulate a coalesced resource allocation scheme.
In the functional description of a technology, one can describe the different ways of performance, and measure one of the technology performance parameter (application, capability, performance, quality, and safety).
F. Zwicky (Zwicky, 1948) proposed that one can systematically explore technology sources for technical advance in a system by logically constructing all possible combinations of physical alternatives of the system. Thus our performance evaluation technique is based on this
where we logically construct combinations of high and low resource utilization with low, medium or high process creation intensity to study the system behavior.

## A. Performance Metrics

Once we have built a mathematical model, it must then be examined to see how it can be used to answer the questions of interest about the system it is supposed to represent. If the model is simple enough, it may be possible to work with its relationships and quantities to get an exact, analytical solution. If an analytical solution to a mathematical model is available and is computationally efficient, it is desirable to study the model via simulation. However, many systems are highly complex, so that valid mathematical models of them are themselves complex, precluding any possibility of an analytical solution. In this case, the model must be studied by means of simulation, i.e., numerically exercising the model for the inputs in question to see how they affect the output measures of performance.
We use simulation to analyze the performance of our proposed resource utilization scheme. Some of the main features in our simulation are:

- The call arrival process is a Poisson Process with rate lambda ( $\lambda$ ). The interarrival times are exponentially distributed with mean interarrival time $1 / \lambda$.
- The expected call duration times are exponentially distributed with a mean duration time.
Our algorithm was simulated on a suite of synthetic workload. This allowed us to vary different characteristics of the workload with respect to the resources. While the general shape of this distribution is exponential, the model captures all the characteristics as seen in a production environment.


## B. Results and Analysis

In this section, we describe how the components described in the preceding sections can be implemented on a realistic platform. The experimental test-bed and implementation environment is based on OSP [26], an Operating System Project. OSP is a simulated system that provides the illusion of a computer system with a dynamically evolving collection of user processes to be multi-programmed. When simulation commences, OSP uses simulation parameters to decide whether the system should be I/O-bound or cpu-bound, how often to generate requests for various system resources, how long the simulation should last, etc.
The OSP simulator accumulates the statistics that reflect the amount of resources consumed by the various modules. The most significant are the following performance indicators:

- CPU Utilization
- Memory Utilization
- System Throughput
- Average Waiting Time per process

Output statistics generated by OSP are used for the performance measures in this simulation. For example, by altering the length of the cpu time quantum, one can see the effect on the overall system throughput and other statistics. Likewise, by varying the degree of prepaging, we can observe the effect of prepaging on the number of page faults, on the total number of pages swapped in or out, and on the average turnaround time.

## C. Performance Graphs

As observed from the knee plots in Fig 1 through Fig 8, for the distribution of the various resources, we can say with $95 \%$ confidence that the Coalesced QoS based model performs better than a non-QoS based model. The graphs are a clear indication, that the system starts to take advantage of the Coalesced QoS based model when the resource usage in the system is high and also when all the resources are being equally consumed by the processes.
Table I presents the results of the comparison between the performances of a Coalesced QoS based system and a nonQoS based system when the resources are equally distributed in the system.


Fig. 1. Knee Plot for Memory Utilization with Equal Distribution of Resources


Fig. 2. Knee Plot for CPU Utilization with Equal Distribution of Resources


Fig. 3. Knee Plot for High Utilization of Memory Resource


Fig. 5. Knee Plot for High Utilization of IO Resource


Fig. 6. Knee Plot for Low Utilization of Memory Resource


Fig. 7. Knee Plot for Low Utilization of CPU Resource
Low Utilization of IO Resources


Process Creation Intensity
Fig. 8. Knee Plot for Low Utilization of IO Resource
After observing the performance from the graphs, we performed the paired $t$-test to confirm the authenticity of the above results which is summarized in Table I.

The paired t-test compares two paired groups so one can make inferences about the size of the average treatment effect (average difference between the paired measurements). The most important results are the P value and the confidence interval.

## VI. Conclusion

In this paper, we are concerned with the requirements placed upon high performance operating systems, which are usually, but not necessarily, general-purpose operating systems with soft real-time extensions.
We have attempted to identify an uncontroversial set of requirements that the "ideal" high performance operating system would meet. Although it is unlikely that any single system or scheduling policy will be able to meet all of these requirements for all types of applications, the requirements are important because they describe the space within which high performance systems are designed. A particular set of prioritizations among the requirements will result in a specific set of tradeoffs, and these tradeoffs will constrain the design of the user interface and the application programming model of a system.
Particularly, the importance of all the resources is not reflected in current QoS approaches and we have made an effort to take into account all the resources that a process uses in order to calculate the priority for the efficient execution of applications.
Currently our work has some limitations that are being addressed. Our performance results are based on a simulation model, and hence are preliminary in many ways. We looked into what Kurtzweil (1999) calls the 'knee of the curve' in regard to the resource utilization in the system. We also need to look at the performance measures when this is implemented in the working model of KLOS and that should give us some realistic values as to where our idea stands. Currently, we have used a simulator for our performance evaluation, but it gives us a limited view of the process satisfaction and we need to come up with metrics which would give us this statistics to study process behavior.
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#### Abstract

A novel method for reducing a training data set in the context of nonparametric classification is proposed. The new method is based on the method of $R$-clouds. The advantages of the R-cloud classification method introduced recently are being investigated. A data set reduction approach using Rvachev functions-based representation of the separating boundary is proposed. The R-cloud method was found instructive and practical in a number of engineering problems related to pattern classification. The method of key vectors extraction uses the property of the normal R-cloud boundary to evaluate the distance from the sample to the separating boundary.


## I. Introduction

The computational load of classification of input data by pattern recognition algorithms, which are used in diagnostics, increases linearly (or even quadratically for some algorithms) with the number of training patterns. This limits the applicability of pattern classification for online diagnostics and also for offline mining of large (from 10,000 patterns and up) data bases.
If one can systematically decrease the size of the collection of training patterns it is possible to significantly reduce the compute load for subsequent classification analyses. One cannot arbitrarily eliminate training patterns. If the training patterns are not pruned out reasonably, one introduces bias and inconsistency in the subsequent classification analyses.
Conventional approaches for training set reduction suffer from one of the following deficiencies:

- prohibitively long running time (3-rd and higher order polynomial in the number and in the dimension of training patterns analyzed)
- inconsistency of the resultant decision boundary obtained on the reduced set (i.e. the decision boundary is different than would have been obtained with the complete set of training patterns)
- suboptimal size for the reduced training set (i.e. there exists a smaller subset that results in the same decision boundary as obtained with the complete set of training patterns)

Hence, there is a need for a method that is fast, preserves the original decision boundary, and generates a minimal reduced training set.
The proposed key vectors extraction (KVE) algorithm provides a new and unique training set reduction technique to shorten significantly the computation time required for twogroup pattern classification of input data.
The KVE algorithm realizes a method which:

- takes advantage of R-cloud classifier (defined below), which permits the evaluation of the shortest distance from any point to the boundary
- requires $O\left(d n^{3}\right)$ operations ( $d$ is the dimension of the input space, $n$ is the number of training samples), which is significantly faster than conventional decision boundary consistent methods
- preserves the decision boundary locally in the region of interest
- allows for further reduction of the training set in the cases where an admissible decision boundary change (specified by the user as an allowable tolerance) is specified


## II. Previous Work

Automated systems for pattern classification applications such as, for example, component or system fault identification, computer network intrusion detection, and denial of service attack detection, process sets of input data by dividing the input data into more readily processable subsets. Such data processing employs pattern classification to divide the available data into two (and sometimes multiple) subsets.
The computation time of classification of input data by pattern recognition algorithms that are used in diagnostics, such as k-Nearest Neighbor (kNN) classifiers, Radial Basis Function (RBF) networks, Least-Squares Support Vector Machines (LSSVM), Multivariate State Estimation Techniques (MSET), and other algorithms, increases linearly (or quadratically for some algorithms) with the number of training patterns. This compute cost limits the applicability of classification pattern recognition for online diagnostics and also for offline mining of large data bases.
As known from the literature, reduction of the computation time can be achieved by reducing the training set size. In one example, as described by Hart in [1], the condensed nearest neighbor rule, which is one of a class of ad hoc decisions rules, employs a procedure that starts with a one-pattern reduced set and sequentially examines the remaining training patterns, discarding the ones that are correctly classified by the current reduced set and adding the ones that are classified incorrectly to the reduced set. The algorithm then iterates through the discarded patterns until all the remained discarded patterns are classified correctly by the reduced set. This algorithm is not decision boundary consistent and does not always find a minimal set.

One of the decision-boundary consistent algorithms known is the one introduced by Toussaint in [2]. The algorithm uses the Voronoi diagrams and, hence, its name the Voronoi editing algorithm. The Voronoi diagram partitions the input space into regions that are the loci of points of space closer to each data point than to any other data point. The Voronoi editing algorithm maintains exactly the original decision boundary of the nearest neighbor decision rule; however, the reduced set produced by the algorithm is not minimal, and the algorithm requires $O\left(n^{\mathrm{d} / 2}\right)$ operations what makes it impractical for dimensions higher than 4.
An improvement over the Voronoi editing algorithm is the Gabriel graph condensing algorithm proposed in [3]. The Gabriel graph condensing algorithm constructs the Gabriel graph - a set of edges joining pairs of points that form the diameter of an empty sphere - of the training set. This method is much faster; it requires $O\left(d n^{3}\right)$ operations. However, the Gabriel graph condensing does not preserve the decision boundary.
Another iterative training set reduction algorithm is described by Brighton and Mellish [4]. This algorithm applies a rule that identifies patterns to be removed, removes the identified patterns, and applies the rule again to the reduced set until no more patterns can be removed. The deletion rule is as follows. For each point $\mathbf{x}$, if the number of other points that classify $\mathbf{x}$ correctly is greater than the number of points classified by $\mathbf{x}$, then discard point $\mathbf{x}$. This algorithm does not preserve the decision boundary and may require excessively long execution times due to its iterative nature.

## III. R-CLOUD CLASSIFIERS

A novel pattern classification method based on Rvachev functions (termed R-functions) was introduced recently by Bougaev and Urmanov [5]. The method is termed the R-cloud classifier and uses the notions of the separating primitive and the separating bundle. The R-cloud classification is a nonparametric approach. It makes no assumptions about the data model and does not require class density estimates.
Real valued functions, whose sign is completely determined by the signs of their arguments, belong to the class of Rfunctions. One of the important applications of R-functions is the representation of geometric objects. An object, which can be defined as a set of geometric primitives can be represented by an R-function. A brief introduction into the theory of Rfunctions is given by Shapiro in [6].
The construction of R-cloud classifiers utilizes the methodological apparatus of R-functions. The R-cloud classification allows for the implicit analytical representation of the decision surface. This makes such type of classifiers attractive from an application viewpoint. The separating surfaces are represented by R-clouds, which are built on the notions of the separating primitive and the separating bundle. R-cloud classifiers utilize the R-function $R(\mathbf{x})$ constructed of separating primitives and separating bundles.
In a setting of the two-group pattern classification problem $C_{1}$, $C_{2}$, and $\mathbf{D}=\left\{C_{1}, C_{2}\right\}$ denote the collection of data patterns in $\mathbf{R}^{\mathrm{d}}$ that belong to class (group) 1, the collection of data patterns in $\mathbf{R}^{\mathrm{d}}$ that belong to class (group) 2, and the collection of all data
patterns in the training data set, respectively. In this case, the R -cloud function associated with class 1 is formulated as

$$
\begin{equation*}
R(\mathbf{x})=\underset{\mathbf{u} \in C_{1}}{\vee}{\hat{\mathbf{v}} \boldsymbol{C}, C_{2}} \rho(\mathbf{x}, \mathbf{u}, \mathbf{v}) \tag{1}
\end{equation*}
$$

where $\vee$ and $\wedge$ are the operations of R-disjunction and Rconjunction defined in [6], $\rho(\mathbf{x}, \mathbf{u}, \mathbf{v})$ is the separating primitive function defined in [5], and $\mathbf{x}$ is an unlabeled vector from the input space, which needs to be classified.
The R-clouds are R-functions by design. Therefore, the value of R-cloud function, $R(\mathbf{x})$ evaluated on a previously unseen data vector $\mathbf{x}$ gives the shortest distance from $\mathbf{x}$ to the decision boundary [7]. This property of the R-cloud is utilized in the algorithms described below.

## IV. KEY VECTORS EXTRACTION METHOD

The new training set reduction algorithm employs a new Key Vectors Extraction (KVE) procedure described as follows. A nonparametric pattern classifier uses the training set, D, which comprises $n$ samples of both classes to assign new unknownclass patterns into one of the two classes, based on the decision rule the classifier implements. An example would be mining a large data base of telemetry signals from a population of servers that either suffered a particular failure mechanism (class 1), or did not (class 2). If one can apply pattern recognition to successfully classify the data into class 1 versus class 2 (i.e. the 'failed' vs. 'not failed' categories), then one can take that trained classification algorithm and processes telemetry data sets from the field at some frequency. This process will flag servers that are considered at elevated risk of failure.
Typically, known types of nonparametric classifiers require $O(n)$ to $O\left(n^{2}\right)$ operations. Such a computation complexity limits their usage for applications involving online diagnostics and also for offline mining of large data bases. Therefore, the goal of a training set reduction algorithm is to thin the training data set by deleting patterns that are not representative.
The pruning of data patterns must of course be done carefully. The reduction is required to preserve exactly or change insignificantly the original decision boundary of the classifier. The proposed key vectors extraction algorithm exploits the Rcloud classifiers and comprises the following steps:

1. Construct the original decision boundary, $R(\mathbf{x})$, with Rcloud classifier, using the full training set $\mathbf{D}$.
2. For each data pattern $\mathbf{x}$ in $\mathbf{D}$ :
3. Compute the multidimensional Euclidian distance, $d_{1}$, to the original decision boundary via evaluating $R(\mathbf{x})$.
4. Construct the decision boundary $R^{\mathbf{x}}(\mathbf{x})$ using the training set without $\mathbf{x}$, represented as $\mathbf{D} \backslash \mathbf{x}$.
5. Compute the distance, $d_{1}=R^{x}(\mathbf{x})$, to the new decision boundary.
6. If $d_{1}-d_{2}$ (the distance did not changed), mark the vector as a key vector.
7. Remove all non-key data patterns from $\mathbf{D}$; the resultant reduced training set, $\mathbf{D}$ ', comprises only the key vectors.

This algorithm requires $O\left(d n^{3}\right)$ operations and preserves the original decision boundary of the classifier in the region of interest.
Advantageously, in the cases where an allowable level of decision-boundary change is specified, the key vector extraction algorithm reduces the size of the training set even further. The modified algorithm that accounts for the allowable level of decision-boundary change, $\tau$, consists of the following steps:

1. Construct the original decision boundary $R(\mathbf{x})$ using the full training set $\mathbf{D}$.
. Specify the threshold $\tau$.
2. For each data pattern $\mathbf{x}$ in $\mathbf{D}$ :
3. Compute the shortest distance, $d_{1}-R(\mathbf{x})$, to the original decision boundary.
4. Using the training set without $\mathbf{x}, \mathbf{D} \backslash \mathbf{x}$, compute the distance, $d_{2}=R(\mathbf{x})$, to the new decision boundary.
5. If $\left|d_{1}-d_{2}\right|>\tau$ (the change in the shortest distance is greater than the allowed threshold), mark the pattern as a key pattern.
6. Remove all non-key vectors from $\mathbf{D}$; the resultant reduced training set, $\mathbf{D}^{\prime}$, comprises only the key patterns.

This modification of the KVE algorithm produces a reduced training set in $O\left(d n^{3}\right)$ operations. The reduced training set changes the decision boundary locally by no more than the user-specified tolerance value, $\tau$. In addition, for small values of the tolerance, the new decision boundary differs from the original decision boundary mainly in the region outside of the convex hull of the training set, which is usually not of interest for the classification problems (i.e. the data outside of the convex hull of the training set has minimal, if any, influence on the decision boundary).
The KVE algorithm maintains the level of the deviation of the decision boundary from the original decision boundary below a specified tolerance value, which is beneficial in engineering applications of this approach for proactive health monitoring of complex servers.

## V. Example Application

The proposed KVE algorithm is illustrated using a synthetic data set in dimensions ranging from 2 to 1024. For illustration of the linear dependence of the computation time on the data dimension, the training data set comprises two classes of patterns. Each class has 150 data patterns. The data patterns of each class are generated from two multidimensional Gaussian distributions with different means. The Bayes error of the training set is $5 \%$ (this reflects the fraction of patterns that are misclassified by the most accurate pattern classifier theoretically possible).
Fig. 1 demonstrates the computation time required by the algorithm for fixed $n=150$ and different dimensions. As evident from the figure, the dependence is linear as a theoretical analysis of the algorithm predicts.


Fig. 1. Linear dependence of the computation time on the dimension of input data space of the key vectors extraction algorithm. A synthetic data set is used with 150 patterns in each class. The patterns of each class are generated from two multivariate Gaussian distributions in $\mathbf{R}^{\mathrm{d}}$ with different means. The theoretical linear dependence on the dimension $O\left(d n^{3}\right)$ and the simulation results agree.
Fig. 2 and Fig. 3 illustrate the case of the reduction of a double horse-shoe training set in two dimensions. A double horseshoe configuration often represents a challenge for a pattern classification algorithm. The reduced data patterns are marked with filled circles (class 1 data patterns) and filled triangles (class 2 data patterns). The shaded area represents the region of class 1. The decision boundary is preserved in Fig. 2. Approximately $25 \%$ of data patterns are removed by the KVE algorithm. This reduces the computational cost of the classification algorithm, yet the decision boundary computed from the KVE-processed reduced training data set is nearly identical to that obtained from the original training data set, as desired.
The decision boundary is preserved in the region of interest in Fig. 3. Approximately $75 \%$ of data patterns are removed by the KVE algorithm with the tolerance value of $\tau=10^{-6}$. This


Fig. 2. The reduced training set (the filled circles and triangles) obtained by the key vectors extraction algorithm on a synthetic data set. $25 \%$ of the patterns are removed from the data set; the decision boundary is preserved. The black line that represents the original decision boundary coincides with the gray line that represents the new decision boundary.


Fig. 3. The reduced training set (the filled circles and triangles) obtained by the key vectors extraction algorithm with tolerance. $75 \%$ of the patterns are removed from the data set; the decision boundary is preserved in the region of interest. The black line represents the original decision boundary; the gray line represents the new decision boundary.
significantly reduces the computational cost of the classification algorithm, yet the decision boundary computed from the KVE-processed reduced training data set is nearly identical to that obtained from the original training data set in the region of interest inside of the convex hull of the training set.

## VI. Conclusion

The proposed key vectors extraction algorithm provides a new training set reduction technique to shorten the computation time required for two-group classification of input data. The KVE algorithm realizes a method which:

- takes advantage of the R-functions-based representation
- requires $O\left(d n^{3}\right)$ operations
- preserves the decision boundary in the region of interest
- allows for further reduction of the training set

The advantage of the R-functions-based representation of the decision boundary is the ability to evaluate the shortest distance from any point $\mathbf{x}$ to the decision boundary. The computational complexity of $O\left(d n^{3}\right)$ operations is significantly faster than other decision boundary consistent methods for dimensions greater than 3. The KVE algorithm preserves the decision boundary in the region of interest inside of the convex hull of the training set and allows for further reduction of the training set in the cases where the admissible decisionboundary change is specified.
The reduced training set changes the decision boundary locally by no more than the specified threshold value, which is unique in the field. The usage of this algorithm results in earlier detection of component degradation and better avoidance of system failures which is crucial for achieving higher availability of computer systems.
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#### Abstract

ABSTARCT The aim of the Semantic Web is to allow access to more advanced knowledge management by organizing knowledge in conceptual spaces according to its meaning. Semantic Web agents will use the technologies of the Semantic Web to identify and extract information from Web sources. However, the implementation of the Semantic Web has a problem, namely, that the Semantic Web ignores the different types of already-existing resources in the current implementation of the Web. As a result, many of the resources will not be included in the conceptual spaces of the Semantic Web. This research introduces a framework that creates a catalog of Internet resources. This Internet catalog allows multi-access points to different resources, and it allows agents to discover the sought-after knowledge. This catalog can be established through the creation of a framework that helps computer-tocomputer communication, knowledge management, and information retrieval in general.


## I. INTRODUCTION

The Semantic Web, the next generation of the Web, aims to make better use of the Web as it stands. The Semantic Web is built on markup languages and document descriptions that will let machines understand the nature of a page's content. It will take the Web beyond the era of HTML, which lets machines understand the nature of a page's appearance, and it will bring order to the loosely connected networks of digital documents that make up the Web [1, 2].

The key to integrating information in a reusable way is the use of semantics, which describe the meaning of a word or concept. Semantics ensure that resources appearing in different domains in different forms with different names can be described as truly equivalent. The ability to distinguish among these resources is essential when integrating data from different domains [3].

One of the technologies that the Semantic Web needs is an ontology, a truly semantic representation of knowledge that is scalable, flexible, and better able to support multiple existing and future applications. An ontology contains a representation of all of the concepts present in a domain and of all of the relations between them. These associations among concepts are captured in the form of assertions that relate two concepts
by a given relation. Ontologies have a broad range of relations among concepts that cover all variant forms of binding relations among resources. An ontology enables information from one resource to be mapped accurately at an extremely granular level to information from another source. When aggregated, these assertions can be built into a hierarchy or taxonomy. The taxonomies of concepts are extremely useful when the concepts are annotated with properties such as synonyms. This concept enables users to specify high-level concepts when performing a search or selecting data for analysis. [3].

The Semantic Web introduces the concept of agents roaming the Internet. Agents are using domain specific ontologies to discover information. An ontology, a shared and machine-executable vocabulary for a specific domain, is increasingly regarded as the key to making possible semanticdriven data access and processing. There are many applications for such an approach, such as document and content management, information integration, and knowledge management. Within the Semantic Web, ontologies play central roles in enabling agents to navigate the Web. The future vision of the Web is based on services that can be discovered and utilized by anyone. However, such an open and flexible approach to the Web has many obstacles before it becomes reality. One obstacle is the numerous and heterogeneous data formats [4].

## II. A PROBLEM WITH THE SEMANTIC WEB

The aim of the Semantic Web is to allow access to more advanced knowledge management systems by organizing knowledge in conceptual spaces according to its meaning. Semantic Web agents will use the technologies of the Semantic Web to identify and extract information from Web sources [5]. However, the implementation of the Semantic Web has a problem, namely, that the Semantic Web ignores the different types of already-existing resources in the current implementation of the Web. As a result, many of the resources will not be included in the conceptual spaces of the Semantic Web.

The Semantic Web has a multi-faceted problem, and this research envisions three related problems with the current
implementation of the Web. First, diverse access points to Web resources cannot be achieved without creating catalogs of Web resources. Agent, or computer-to-computer communication, is part of the new implementation of the Web that needs catalogs for fast access to information. Second, a feasible implementation and a framework that allows the creation of the catalog is needed. Finally, different formats existed without any structure control. A standard format is needed for all resources, but this standard format should not take away the openness of the Web.

Why create a catalog for Web resources? Most of the Web's content today is designed for humans to read, not for computer programs to interpret. The Semantic Web, the next generation of the Web, aims at making better use of the Web as it stands. The Semantic Web will be built on markup languages and document descriptions that will let machines understand the nature of a page's content. Creating a catalog that can be used by human and interpreted by agents will provide more knowledge about all Web resources and it will enhance information retrieval.

The ultimate goal of this research is to create a catalog of Internet resources that allows multi-access points to different resources and allows agents to discover the sought-after knowledge. This catalog can be established through the creation of a framework in order to help computer-tocomputer communication, knowledge management, and information retrieval in general.

Different domains, which have different conceptualizations of their specific data sets, will understand the data by understanding the data representation [6]. Over the past few years, new sources of information in the form of multimedia, computer software, graphic files, and other file types, have become accessible via the Internet, and their access is rapidly growing. Metadata facilitates the cataloging of resources such as non-textual objects. The objects themselves may not be able to provide the information and semantic dependencies, and will likely be computationally too expensive to automate the process of discovering data about the objects. Metadata becomes important when the resource itself is not as easily accessible as the index. The easiest way to help organize these resources is to provide a system that helps contributors catalog their own resources-a system in which every contributor to the Web provides keywords along with his contributions to enhance their retrieval. This approach has been advocated by Tim Berners-Lee, the man credited with creating the World Wide Web. This approach was also suggested by the popular and sometimes controversial columnist for PC Magazine, John Dvorak. In addition, this approach stresses the fact that a catalog is needed to help knowledge management and information retrieval [7,8,9].

Accessing and extracting semantic information from Web documents is crucial for the realization of the Semantic Web. Manual extraction of semantic information is impractical, and fully automated tools are still in a very early stage of development. Therefore, the use of specialized domain
knowledge in the form of an ontology is a practical short-term solution to searching for and extracting semantic information from unstructured text on the Web [10]. However, an ontology is not available for all resources on Web. Designing tools to assist in extracting such content is a challenging task, because the knowledge embedded in the Web is in a textual form, unstructured, and lacking in semantic tags. The solution is to create a Web catalog for all resources on the Web. The Semantic Web will use this catalog to discover information about any resource.

## III. THE FRAMEWORK

Implementing the new Internet catalog requires a framework that defines the rules for publishing resources on the Web. A resource may be anything from a Web page to a document, a Web-based printer, a Web Service, and many other items. This research proposes a framework for cataloging Internet resources that can integrate the components for resource discovery into the Semantic Web. There are four main components in the framework. First, resources must have consistent structures without taking away the openness of the Web. This part of the framework will be addressed by creating a resource cover page that gives information about the resource. Second, the Web contains different types of resources, but not all of them can have the agents infer knowledge from them; therefore, the publisher must publish information about the resource in a cover page. Third, the cover page must contain metadata that is common among all cover pages; therefore, controlled vocabulary must be established in order to describe the information. Finally, the cover page metadata must be validated; therefore, validation rules must be enforced.

Creating the cover page requires using specialized vocabulary that describes the resource and the meaning of the entries in the cover page. To create the resource file for each published document, this research introduces a Resource Descriptor XML (RDXML) as an extension to XML. The RDXML resource file, or cover page, will contain XML tags corresponding to the catalog fields used in retrieving information.

## IV. CREATING THE RESOURCE DESCRIPTOR XML (RDXML)

Extensible Markup Language (XML) is a text-based markup language that can be used in any discipline to create specific tags that serve the unique needs of that discipline. The XML schema is used to validate the XML resource file. Having a schema ensures that each resource file is compliant with the RDXML extension and the document structure.

RDXML creates definitions for tags to describe a file's contents. For example, a Title tag would describe the title of the resource, which, just like a book or an article, must have a title to be cataloged. A Keyword tag can be repeated multiple times to accommodate multiple keywords. All these tags will
be necessary in order to describe a resource in a way that would make retrieving and finding the resource easy.

The assignment of these values for the creation of a resource cover page will be performed by the user who created the resource. It will, therefore, be necessary to control user input, by using a schema to check the cover page for the right format, tags, and valid data. A cover page that fails any of these tests would be invalid and rejected by the catalog.

The tags created for RDXML are listed in Table I. Multiple entries are possible for each tag in order to accommodate all resource configurations. For example, if a document has two authors, there will be two author tags.

Table I. RDXML Tags

| XML Tags |
| :--- |
| $1-<$ Title $>$ |
| $2-<$ Keyword $>$ |
| $3-<$ Subject $>$ |
| $4-<$ URL $>$ |
| $5-<$ Author $>$ |
| $6-<$ Date $>$ |
| $7-<$ LastModified $>$ |

## V. CREATING THE XML SCHEMA

The schema consists of validation rules for each tag. For example, the keyword fields can be a text field and can be repeated multiple times. Each field has its own validation rules. A sample schema is listed in table II

## VI. CREATING THE COVER PAGE

The cover page file is given the same name as the resource, with the extension .rdxml, and it is created using the tags defined in RDXML. A validation reference to an XML schema is also added to the cover page in order to check the validity of the XML. Most XML tags will be mandatory in the cover page to ensure consistent structure.

Creating the cover page is the most important step in the process of cataloging the Internet and in knowledge management because the cover page needs to serve as a standardized source of information describing each published resource. Providing a standard format, the cover page maintains the Web's universality while making Web resources uniform, manageable, and retrievable. Although the cover page adds an extra step for the user publishing on the Web, it will make information retrieval more accurate.

Metadata is information that describes data. Metadata services allow users to record information about the creation, transformation, the semantics of data items, and other data attributes. The purpose of cover page's metadata is to give potential users, search engines, and agents a variety of ways
to discover and locate information that might meet their needs. Cataloging data provides diverse access points such as names, subjects, places, languages, and physical characteristics of the data item. The cataloging of material and the maintenance of catalogs is a complex task, but with the advent of the Internet and the Web, information of different types, and different formats existed without any structure control. The cover page would provide control over locating and understanding different resources without taking away the openness of the Web.

## Table II. A sample schema

## XML Schema

## <xsd:schema

$x m l n s: x s d=$
"http://www.w3.org/2001/XMLSchema">
[xsd:annotation](xsd:annotation)
<xsd:documentation xml:lang="en">
Resource Cover Page
</xsd:documentation>
</xsd:annotation>
<xsd:element name="CoverPage"
type="CoverPageType"/>
<xsd:attribute name="id" type="xsd:string"
use="required"/>
<xsd:complexType
name="CoverPageType">
[xsd:sequence](xsd:sequence)
<xsd:element name="Category"
type="xsd:string" minOccurs="1" maxOccurs="unbounded"/>
<xsd:element name="Subject"
type="xsd:string" minOccurs="1"
maxOccurs="unbounded"/>
<xsd:element name="Author" type="xsd:string" minOccurs="1"
maxOccurs="unbounded"/>
<xsd:element name="Keyword"
type="xsd:string" minOccurs="1"
maxOccurs="unbounded"/>
<xsd:element name="Rating" type="xsd:string" minOccurs="1"
maxOccurs="unbounded"/>
<xsd:element name="URL"
type="xsd:string" minOccurs="1"
maxOccurs="1"/>
<xsd:element name="Date"
type="xsd:string" minOccurs="1" maxOccurs="1"/>
<xsd:element name="ModifiedDate"
type="xsd:string" minOccurs="1" maxOccurs="1"/>
</xsd:sequence>
</xsd:complexType>
</xsd:schema>

## VII. CREATING THE CATALOG

The next generation of the Web aims to alleviate the lack of consistent structure by adding metadata, which describes Web content in a machine-accessible fashion. The meanings of the metadata must be understood by all agents in order to provide indexing to Web resources [11]. Therefore, there must be some common ways of providing meaning for metadata. The cover page can serve as the uniform structure providing meaning to Web resources. In the absence of cover pages, Web crawlers-applications that search the Web for new and updated pages to catalog-process Web pages in their entirety in order to find relevant information.

A crawler is created to gather all the cover pages, and a new site catalog is created from all the resources that have cover pages. The process of creating the site catalog is simplified if all the resources have cover pages to describe them. The crawler validates that the resource cover page conforms to the resource schema and that it can be added to the catalog. The site catalog is created as a resource Descriptor Framework (RDF) file from all resources' cover pages. The crawler acts as a wrapper that maps the RDXML tags into RDF tags in the site catalog. A wrapper normally consists of a set of extraction rules which can precisely identify the text fragments to be extracted from Web pages RDF is the language that agents on the Semantic Web understand. RDF supports the exchange of knowledge on the Web and it addresses the global meanings of metadata and offers extensibility and interoperability among the different frameworks.

Discovering the meanings of resources requires the use of specialized knowledge about the resource. This knowledge requires representation before agents can discover it, but the Web is currently structured to support humans, not agents. For the Semantic Web to realize its goal of enabling the agent to discover information, it must provide the means for agents to discover and understand the meanings of information (Jacob, 2003). Considering the important role of agents on the Semantic Web, the interoperation issue between the Web and the Semantic Web needs to be addressed from the agents' point of view. Agents are expected to comprehend the resources, process the information, and understand the knowledge in a human-like manner, and consequently reduce the user's workload in knowledge processing (Huang \& Webster, 2004). Therefore, the catalog will act as a source of information about Web resources. It is used as a first point in acquiring information about any published Web resource, but before a resource can be discovered, it must to be categorized. Ontologies are the categories of items that exist or may exist; therefore, any catalog of types is an ontology [12].

Different arguments about ontologies suggest that ontologies are not new to the Web. According to [12], any metadata schema is, in effect, an ontology specifying the set of characteristics of resources that have been deemed relevant
for a particular community of users. Therefore, ontologies are implemented as domain-specific. There are various approaches to dealing with the challenges that organizations face in order to share knowledge between different ontologies and this catalog simplifies the entire process.

The site catalog serves many purposes. It simplifies the search and makes it multifaceted. The catalog is used in navigational searches and research searches. In the navigational search case, the user is using the catalog as a navigation tool to navigate to a particular intended resource. In the research search, the user specifies a search query and the catalog will generate the search result. Agents on the Semantic Web can use the same catalog to locate resources and navigate to them.

## VIII. BARRIERS AND ISSUES

Because cataloging Web resources is not a trivial process, agreeing on and drafting a standard is a lengthy process that requires a lot of effort and the involvement of major organizations in order to test any proposed approach. Therefore, this research created a prototype to be used as an Internet cataloging standard. The idea of the model is to test the process of creating the catalog; not to test the validity of the proposed approach. To create the catalog, Web crawlers were used to gather the information from Web sites. The Web crawling process was outside the scope of this research, but the functionality of a Web crawler was utilized. Because of limitations, a sample set of resources were used.

Testing distributed applications involves using automation in the testing process, and tools to automate test planning, test preparation, and test execution. Also test tools are evolving to include tools for testing data management and for configuration management. Because of limitations and the expenses associated with acquiring these tools, the testing process was conducted manually without testing tools.

## IX. DISCUSSION

The implementation of the Semantic Web ignores the different types of already-existing resources in the current implementation of the Web. As a result, many of the resources will not be included in the conceptual spaces of the Semantic Web. Data intensive applications produce and analyze large data sets that may span millions of files or data objects. Metadata services are required to support these data intensive applications. Metadata provides query for data items based on these descriptive attributes; therefore, accurate metadata tagging is essential for correct analysis of results and for understanding the semantic of the data [13]. Current semantic techniques usually do not have a global mechanism to automatically infer semantic features available in the data
being mined. The semantics are either embedded in the document or domain-specific semantics are automatically extracted. Both of these techniques have proved effective but require a lot of human effort [14]. This research simplifies inferring information from Web resources by providing global meaning about Web resources in an Internet catalog. The catalog serves as the first point of access for discovering published Web resources.

The Semantic Web is being designed to enable automated reasoning to be used by agents. In order for an agent to accept and trust a result produced by unfamiliar software, the result needs to be accompanied by a justification that is understandable and usable by the agent. This justification must be expressed using a standard ontology and a standard Semantic Web language. One way for producing justifiable result is by using inference. This framework is used for explaining answers produced from Semantic Web Services and applications. The question answering components of the Semantic Web may generate answers and justifications for their answers using proof markup languages. Proof markup languages is an ontology added to W3C's OWL Semantic Web representation language so that the justification is expressed in OWL and is therefore exchangeable among Semantic Web services and clients using the RDF/XML syntax [15]. In order for an agent to use automated reasoning and to accept and trust a result produced by unfamiliar software, the meaning must be used by agents. This research simplifies inferring by providing global meaning and justifiable answers can be defined from the RDF/XML syntax of the catalog.

The multi-faceted problem of the Semantic Web has been addressed in this research by creating a framework that sets rules for publishing resources on the Web. The framework consists of different parts. First, the cover page creates a standard structure for all Web resources. The standard structure is accessible by crawlers to create the site catalog. The cover page has the metadata that describe the resource and it provides the needed classification. In the Semantic Web, classification must be accomplished on the basis of knowledge extracted from the documents because there is no catalog to rely on. Relying only on endogenous knowledge means classifying a document based solely on its semantics, with the understanding that the semantics of a document is a subjective notion. In particular, this means that metadata such as publication date, document type, publication source, etc., is not assumed to be available. The endogenous knowledge limits the capabilities of the agents and the extracted knowledge may misrepresent the publisher

Different domains have different conceptualizations of their specific data sets. Different domains will understand the data by understanding the data representation. The aim of the Semantic Web is to allow more advance knowledge management by organizing knowledge in conceptual spaces according to its meaning. The catalog organizing knowledge
according to its meaning and it provides meaning that can be interpreted by all Web agents.

## X. CONCLUSION AND FUTURE WORK

This paper has presented a problem within the Semantic Web in building knowledge management systems by organizing knowledge in conceptual spaces according to its meaning. While not all Web resources has meaning that can be extracted by agents for the purpose of classifying resources. A framework that builds a catalog of cooperative knowledge management was introduced as a site catalog that has user-created classification. This paper has outlined the motivation and system design principles, and the technological realization of the proposed solution.

The main contribution of this research is a concise framework that combines the key technologies of the Semantic Web into a system that supports resource discovery within the Semantic Web. The framework also contributes a resource management system by creating a conceptual space for organizing resources according to their meaning.

Unlike other solutions, this framework solved different problems, namely, Web resource classification, creating a catalog, and creating consistence and controlled structure of the different Web resources by leveraging the Web technologies while minimizing implementation time and cost.

The aim for future development is to expand the site catalog to be used as a general Internet catalog and as an Open Directory for managing all published Web resources.

## ACKNOWLEDGMENT

We would like to thank the faculty of the Graduate School of Computer and Information Sciences at Nova Southeastern University for their support. Special thanks for Dr. Easwar Nyshadham, Dr. Amon Seagull, and Dr. Junping Sun for all their support and input to the work presented here.

## REFERENCES

[1] R. Hellman, "Semantic approach adds meaning to the web," in Computer, 1999, pp. 13-16.
[2] C. C. Marshall and F. M. Shipman, "Which semantic web," presented at Proceedings of the Fourteenth ACM Conference on Hypertext and Hypermedia, Nottingham, UK, 2003.
[3] S. P. Gardner, "Ontologies and semantic data integration," Drug Discovery Today, vol. 10, pp. 1001-1007, 2005.
[4] C. Bussler, D. Fensel, and A. Maedche, "A Conceptual Architecture for Semantic Web Enabled Web Services," ACM SIGMOD Record, vol. 31, pp. 24-29, 2002.
[5] G. Antonio and F. Harmelen, A Semantic Web Primer. Cambridge, Massachusetts: The MIT Press, 2004.
[6] D. Bell, C. Bussler, and J. Yang, "The Semantic Web and Web Services," Information Systems, vol. In Press, 2005.
[7] T. Berners-Lee, J. Hendler, and O. Lassila, "The Semantic Web," in Scientific American, 2001.
[8] J. Dvorak, "Fixing the Internet," in PC Magazine, 2001.
[9] B. Desai, "Cover Page aka Semantic Header," http://www.cs.concordia.ca/~faculty/bcdesai/web-publ/semantic-header-R.html, 2003.
[10] S. A. Noah, L. Zakaria, A. Alhadi, T. Sembok, and S. Saad, "Towards Building Semantic Rich Model for Web Documents Using Domain Ontology," presented at IEEE/WIC/ACM International Conference on Web Intelligence (WI'04), Beijing, China, 2004.
[11] I. Horrocks and P. Patel-Schneider, "Three Theses of Representation in the Semantic Web," presented at The Twelfth International Conference on World Wide Web, Budapest, Hungary, 2003.
[12] E. K. Jacob, "Ontologies and the Semantic Web," Bulletin of the American Society for Information Science and Technology, vol. 29, pp. 19-22, 2003.
[13] G. Singh, S. Bharathi, A. Chervenak, E. Deelman, C. Kesselman, M. Manohar, S. Patil, and L. Pearlman, "A Metadata Catalog Service for Data Intensive Applications," presented at Proceedings of the 2003 ACM/IEEE conference on Supercomputing, Washington, DC, 2003.
[14] R. Ghani and n. Fano, "Using text Mining to Infer Semantic Attributes for Retail Data Mining," presented at 2002 IEEE International Conference on Data Mining (ICDM'02), Maebashi City, Japan, 2002.
[15] P. P. d. Silva, D. L. McGuinness, and R. Fikes, "A Proof Markup Language for Semantic Web Services," Information Systems, in press, 2005.

# Augmented Color Recognition by Applying Erasure Capability of Reed-Solomon Algorithm 

Jaewon Ahn, Cheolho Cheong, Tack-Don Han<br>Dept. of Computer Science, Yonsei University<br>134 Shinchon, Seodaemoon<br>Seoul, 120-749 KOREA (ROK)


#### Abstract

Color-image data is generally more complex than black and white version in terms of the number of variables in the channels and "color constancy" issues. Most of two-dimensional (2D) codes are dominant in a black and white domain such as QR code, PDF417, Data Matrix and Maxicode rather than in color domain, affected usually by such technical difficulties of handling color variables. Conventional 2D codes adopt Reed-Solomon (RS) algorithm for their error control codes mainly to recover from damages such as stains, scratches and spots, while highlight and shadow issues in color codes are much more complex. In this paper we propose a new decoding approach by applying recoverable erasures by RS algorithm in color codes to resolve color recognition issue effectively. Using erasure concept ultimately for color constancy, marking erasure strategy during color recognition processing steps is very crucial. Our algorithm ultimately mitigates color recognition load overall in decoding color codes. Consequently our new erasure decision algorithm prevents color recognition failures within erasure correction capability of RS algorithm, and it can be applied along with other color constancy algorithms easily to increase overall decoding performance just using RS erasure.


## I. Introduction

In modern digital communication, storage systems design and numerous applications, the performance of error detection and correction function is becoming increasingly important. It is widely-accepted understanding that the importance of not only speed but also accuracy in the storage, retrieval and transmission of data is essential. Reed-Solomon (RS) code has played a significant role, practically everywhere
Numerous applications are used in situations, in which the exact identification of an object is necessary. This identification can be done either automatically or by humans. For example, bar codes have been applied in various businesses and applications and are a part of our everyday lives. They are an automatic identification (Auto ID) technology that streamlines product identification and data collection, and are subsequently found in a category called "Information technology -- Automatic

This work was supported in part by the Korea Science \& Engineering Foundation (KOSEF) under the Basic Research program (No. R01-2005-000-10898-0) and by the Grant BK21 (Brain Korea 21) Project in 2003-2005.
identification and data capture techniques" within the International Standards Organization (ISO) standards [7]. Bar codes have an apparent weakness in terms of information density: The vertical dimension does not carry any information It only provides redundancy that enables decoding of partially damaged symbols (caused by stains, scratches and spots) and also allows for imperfect scans when the user is not careful about certain orientation and registration bounds [8]. To comply with industrial and commercial requirements, new forms of automatic identification technology applications have been introduced such as "two-dimensional codes ( 2 D codes)," RFID (Radio Frequency Identification), "smart cards," and GPS (Global Positioning System) [10]. Among these, 2D codes can replace bar codes directly and easily since its similarity with bar codes in functionality and domain than any other techniques RS codes are widely used in most 2D codes for error correction algorithm [5].
ColorCode ${ }^{\mathrm{TM}}$ [12] is another form of 2D codes that is made up of blocks of cells, more than one bit per cell, and mainly used in an online code [13]. Most conventional black and white 2D codes are for "portable database" in an offline version More bits per cell means higher information density and it is very good advantage of color codes. One of most serious issues is, however, color constancy issue when migrating from the domain of black and white codes into that of color codes In this paper, our research was derived from the fact that major 2D codes in ISO standards adopt RS codes for their error control. The recovery performance of RS erasure is outstanding and we demonstrated that RS erasure can be marked on the occasion of color constancy failure in early decoding process, then RS decoding in post-processing recovers from the marked erasures back to original color values to the full extent of RS erasure correction capability.

## II. ReEd-Solomon codes

A five-page paper appeared in 1960 in the Journal of the Society for Industrial and Applied Mathematics where the paper, "Polynomial Codes over Certain Finite Fields," by Irving S. Reed and Gustave Solomon, then staff members at MIT's Lincoln Laboratory, introduced ideas that form the core of current error-correcting techniques. RS correcting codes have
become commonplace in modern digital communications. RS codes made possible the stunning pictures of the outer planets sent back by Voyager II [1]. It can safely be claimed that RS codes are the most frequently used digital error control codes in the world [3]. Versions of RS codes are now used in error correction systems found just about everywhere as follows.

- Storage devices (hard disks, compact disks, DVD, barcodes);
- Wireless communication (mobile phones, microwave links)
- Digital audio/video (digital television, digital audio system)
- Satellite communications (including deep space missions like Voyager)
- Broadband modems (ADSL, xDSL)
- Two-dimensional codes [5] (QR Code, PDF417, Data Matrix, MaxiCode).
A. The Polynomial Approach for Generic Reed-Solomon Codes

The generator polynomial construction for RS codes is the approach most commonly used today in error control literature [3]. If an $(n, k)$ code is cyclic, a generator polynomial $g(x)=$ $g_{0}+g_{1} x+g_{2} x^{2}+\cdots+g_{n-k} n^{n-k}$. In this definition each code word is interpreted as a code polynomial.

$$
\begin{equation*}
\left(c_{0}, c_{1}, c_{2}, \ldots, c_{n-1}\right)=>c_{0}+c_{1} x+c_{2} x^{2}+\cdots+c_{n-1} x^{n-1} \tag{1}
\end{equation*}
$$

Let $\mathbf{m}=\left(m_{0}, m_{1}, \ldots, m_{k-1}\right)$ be a block of $k$ information symbols. These symbols can be associated with an information polynomial $m(x)=m_{0}+m_{1} x+\cdots+m_{k-1} x^{k-1}$, which is encoded through multiplication by using the generator polynomial $g(x)$.

$$
\begin{equation*}
c(x)=m(x) g(x) \tag{2}
\end{equation*}
$$

Suppose that we want to build a $t$-error-correcting RS code of length $q-1$ with symbols in $\operatorname{GF}(q)$. Recall that the nonzero elements in the Galois field $\mathrm{GF}(q)$ can be represented as $(q-1)$ powers of some primitive element $\alpha$.

$$
\begin{equation*}
g(x)=\prod_{j=1}^{2 t}\left(x-\alpha^{j}\right) \tag{3}
\end{equation*}
$$

It follows that the dimension of a code with a degree- $2 t$ generator polynomial is $k=q-2 t-1$. Once again we see the MDS (Maximum distance separable) relationship [3]:

$$
\begin{equation*}
\text { Error correction capability }=\frac{\text { Length }- \text { Dimension }}{2} \tag{4}
\end{equation*}
$$

B. Properties of Reed-Solomon Codes

RS codes are a systematic linear block code. It is defined as a block code because the code is put together by splitting the original message into fixed length blocks. Each block is further subdivided into m-bit symbols. Each symbol has a fixed width, usually 3 to 8 bits wide [4].
If we exclude the erasure parameter, we can obtain the following parameters for any positive integer $t \leq 2^{m}-1$ and the symbol width $m$ : (expanded from [20])

Block Length: $n=2^{m}-1($ symbols $)=m\left(2^{m}-1\right)$ (bits)
Number of parity -check symbols : $n-k=2 t$ (symbols) $=2 m t$ (bits)
Dimension : $k=2^{m}-1-2 t($ symbols $)=m\left(2^{m}-1-2 t\right)($ bits $)$
Minimum distance: $d_{\min }=2 t+1=n-k+1$ (symbols)
Code rate $=k / n$
C. Erasure

There are many situations in which a decision on a received symbol is not considered reliable. It may be more advantageous, from the viewpoint of minimizing the probability of a decoding error, to declare a "no-decision." In such a case, the received symbol is "erased" and it is called an erasure [14].

The Binary Erasure Channel (BEC) is a good model to explain such "no-decision" state while general approaches adopt typical Binary Symmetric Channel (BSC) model (see detain in [15]). Variable ' $v$ ' means (unknown) random errors and ' $e$ ' means (known) erasures in (6). The word 'error' normally means ' $v$ ' otherwise described differently. As a non-binary codes like RS, errors should be searched for their locations first and evaluated their magnitude second. By the definition, erasure requires second step only. Therefore erasure performance is double than that of error in correction capability of RS as described in (6).

$$
\begin{align*}
& 2 v+e+1 \leq d_{\min } \\
& v+e / 2 \leq t \tag{6}
\end{align*}
$$



This is the very impressive feature of RS code itself, naturally for user to consider erasure more than random error correction if permitted.

## III. Two-dimensional codes

Use 2D codes (symbologies) first appeared in 1988 when Code 49 was introduced by Intermec. Since that time, there are well over 20 different 2D codes available. 2D codes can be classified into several types, with stacked and matrix being the most prevalent. Some of the advantages of 2D over one-dimensional (1D) bar codes are the physical size, storage capability and data accuracy [5]. A comparison between 1D bar codes and 2D codes is presented in Table 1.

2D codes are largely divided into two groups: black and white codes and color codes.
A. Black and White 2D Codes

Fig. 2 shows black and white 2D codes certified in ISO/IEC standards [7]. 2D matrix codes (e.g. Figure 2(a), (c),(d)) usually offer higher data densities than stacked codes (e.g. Fig. 2(b)) in most cases, as well as for use orientation independent scanning applications [6]. A matrix code is made up of a pattern of cells that can be square, hexagonal or circular in shape. While the image of bar codes and stacked codes are obtained by using a laser scanner as a scanning method, the image of matrix codes are usually obtained through the use of a charge-coupled device camera [8]. All of the four 2D codes presented above adopt a RS code as their error correction technique ( BCH code may apply in QR ) [5].

## B. Erasure Concept for Black and White Codes

As mentioned in the Introduction section, all major ISO-certified black and white 2D codes adopt RS code for their error correction and detection. RS code can be a watchdog in a back-end for securing decoding process as well as correcting and detecting errors to recover information as expected. To discriminate 'white' from 'black' from the captured image is relatively simple and easy in black and white codes, thus they are more focused on soiled or damaged occasions such as stains, scratches and spots, by applying RS algorithm. Most of such
Table 1. Comparison between 1D and 2D codes (modified from [6])

| Item | 1D Bar Codes | 2D Codes |
| :--- | :---: | :---: |
| Information Capacity | Approx. 20 <br> characters | Approx. 2000 characters** |
| Information Type | Alphanumeric | Alphanumeric, other <br> languages |
| Storage Density* | 1 | 20 to 40 |
| Data Restoration <br> Ability | No | Yes |
| * Storage comparison for an area with identical size, with the bar codes taken |  |  |
| as a criterion "1." |  |  |

** Typical 2D codes in case of an off-line use.


Figure 2. 2D Codes in ISO/IEC Standards: (From left) (a) QR Code (ISO/IEC 18004); (b) PDF417 (ISO/IEC 15438); (c) Data Matrix (ISO/IEC 16022); (d) Maxicode (ISO/IEC 16023)
occasions can be possibly recovered by RS erasure correction capability if definable. 2D code in the right side of Fig. 4 is a good example to explain the mechanism to work with RS erasure. If some part of 2 D code is missing, such lost area is not definable and all cell values in the missing area can be categorized as erasure, for surely we may predict how many cells (black or white) of 2D code should be read during decoding procedure. Once erasures are marked during early decoding, RS can recover marked (located) erasures within the erasure boundary specified in (6) where ' $e$ ' can be maximized as ' $v$ ' is minimized. It is also true in some cases that decision-making could be technically difficult between 'random error' and 'erasure' based on the condition of captured image data, and decoding algorithm design only.

## IV. ERASURE METHOD FOR COLOR RECOGNITION

## A. Color Constancy

Color constancy is a phenomena of representing (visualizing) the reflectance properties of the scene independent of the illumination spectrum [16].

Ordinary human vision system will generate responses that the objects in both the images (Fig. 3(a) and (b)) are the 'same', and the difference between the two images is due to the difference in the color of the illumination under which images were captured. However, machine vision system is more subject to the influence of illumination on color image formation and high correlation between the surface reflectance and spectral properties of the illumination. If machine vision system is unable to cope with changes in color due to the different illumination conditions it may result in misclassification, segmentation, recognition and incorrect target detection. In order to resolve color constancy issue in machine vision system, many algorithms have been researched [16], [18]


Figure 3. Possible erasure candidates


Figure 4. Macbeth color checker under different illuminant. (a) Phillips Ultralume fluorescent tube (b) Solux $3500 \mathrm{~K}+$ Roscolux 3202 blue filter [17].
 in second and third codeword symbols are to be decoded as 'white'; (b) Most cells in second and sixth codeword symbols are to be decoded as 'yellow'; (c) Most cells in third and fourth codeword symbols are to be decoded as 'black'.
, [19]: Retinex algorithm; Gray world algorithm; Gamut mapping algorithm; Bayesian algorithm; Neural network algorithm. Such algorithms can be collaborated with our proposed algorithm to secure their own color constancy performance.

## B. Erasure Concept for Color Codes

A color code is another type of 2D matrix codes applied with colors, such as ColorCode [9], Ultracode [5], and Hue Code [5]. Color constancy is one of the most difficult issues to resolve for decoding color codes. Such reason hinders in the increase of the number of applying colors each color cell. These codes are made up of blocks of cells containing more than one bit per cell, particularly in this example, two bits per cell as shown in Fig. 6, while black and white codes use one bit per cell in design. Therefore, the characteristic of errors in color codes look burst errors in domain (multi-bit errors).

## V. AUGMENTED COLOR RECOGNITION BY REED-SOLOMON ERASURE MODEL

A. Encoding Color Code Using Reed-Solomon Algorithm Among color codes, we conduct simulation with ColorCode ${ }^{\mathrm{TM}}[9],[12]$. The basic rule of codeword encoding layout is "left-to-right" and "top-to-bottom" scheme in our design. For the suggested algorithm, a reserved cell ${ }^{1}$ at the corner is not in use. In the example in Fig. 5, particularly, each cell contains two bits encoding as a shorten RS code ( 6,4 ). Originally from the (1) and (2), information vector (message) $\mathbf{m}$ $=(5,245,238,114)$ and encoded vector (codewords) $\mathbf{c}=(5,245$, $238,114,229,106$ ) as a systematic form [5] is presented where each codeword is a symbol composed in a 8 -bits byte and four


[^5]information symbols $(k=4)$ and two redundancy symbols ( $n-k=2$ ). Such encoded codewords are mapped as shown in Figure 3. From the equation (6), we can calculate error correcting parameter $t=(n-k) / 2$. For the simulation example in Fig. 3, we obtain $t=1$. Consequently this RS code $(6,4)$ is a 1 -error -correcting code ${ }^{2}$, that is, $v=1$. If $v=0$, then $e=2$, which means 2 -erasure -correcting code ${ }^{3}$.
B. Decoding Color Code Using Reed-Solomon Algorithm

The erasure test cases are especially created to test how to cope with color constancy and recognition issue in Fig. 6.
ColorCode ${ }^{\mathrm{TM}}$ example here uses four colors ( $\mathrm{R}, \mathrm{G}, \mathrm{B}, \mathrm{K}$ ) only. Other than four colors should be returned invalid and need to be filtered into "no-decision" state, resulted in marked erasures. In our simulation, we did not conduct with actual illuminants; instead we designed corrupted samples in Fig. 6, to test with for three major situations by illuminants. For 'white', 'yellow' and 'black' cells in Fig. 6(a)-(c), we assumed that original color value of those regions are influenced by an unknown illuminant each case: (a) for "highlighted regionally"; (b) for "wrong color regionally"; (c) for "shadowed regionally." Pre-processing in our simulation remained the same each test, where pre-processing is in our simulation:

- Binarization
- Search the boundary rectangle of 2 D code from the captured image
- Edge detection

If there were no erasure consideration in 2D code design, we could easily anticipate situations in following points:

1) Threshold for determining color value should be almost perfect to determine all color data to classify each into suitable color groups ( $\mathrm{R}, \mathrm{G}, \mathrm{B}, \mathrm{K}$ for this example); Ideally, it might be possible, however not actually applicable for ordinary color codes once if chromaticity of color code is shifted to "no-decision" state by an unknown illuminant.
2) We should set a bypass from threshold failures

[^6]

Figure 7. Simplified decoding routine with erasure marking technique.
(indecisive conditions): we may acquire to recapture color code; this is simple but it may request many iterative recaptures unavoidably once if chromaticity of color code is shifted by an unknown illuminant.
3 ) Such corrupted two-codeword each case in Fig. 6 exceeds $v$ boundary (decoding fail) while all is within $e$ boundary (decoding pass) otherwise.

Third case in Fig. 6(c) was conducted to see the case that the original colors of cells are partially corrupted as shown. This case depends on how many pixels are taken from each cell to decode. If retrieved pixels are not equivalent one another in a cell, decoding engine should put 'erasure' mark on the cell location. In our test, this case was also successfully decoded.

Erasure marking strategy is guided in the following flowchart in Fig 7. Erasure performance is determined by the key parameter $t$ in (6), and it is possibly increased when more redundancy is added to 2D codes if required. The post-processing steps for RS algorithm in our simulation,

- Codeword formulation
- Initialization for RS
- Syndrome calculation
- Check syndrome
- Error or erasure correction.

We encountered several fundamental issues and consideration with our new algorithm in the course of defining a usage of erasure compared with random error of RS decoding for color constancy and recognition:

1) Use erasure more than random error correction to utilize the maximum performance of RS decoding;
2) Erasure adoption in decoding reinforces the accuracy of threshold, while this alleviates the decision load of an applied color constancy algorithm;
3) The performance of erasure as well as random error correction can be flexible by simply changing variable $t$ in the encoding step of 2 D codes.

## VI. CONCLUSION

Although black and white 2D codes are still widely used these years, 2D color codes will probably catch up their position gradually. One of reasons is information density in a limited space. Color itself is another dimension, thus 2D color codes may be considered as three-dimensional (3D) codes since multi-bits apply instead of single-bit in a cell. Color constancy issues will be resolved a lot as new techniques from numerous researches emerge more and more in the near future. Most of all, human are more subject to perceive color than black and white, and colors are more appealing to our vision system.
While RS code is mainly applied for soiled and damaged occasions over most of black and white codes, we found that RS code can even improve color recognition correlated to constancy issues of color codes, using RS erasure correction capability without any additional overhead. RS erasure recovery is very powerful for location-known errors, and also effectively covers "no-decision" state of decoding processes if there is any. It is obvious that threshold optimization and pre-processing method is still very critical to determine overall decoding quality and performance. If conventional color constancy algorithms are combined with our new algorithm, augmented color recognition with RS erasure, overall performance of color recognition would be increased tremendously than just using color constancy algorithm only. For our future work, we are planning to perform simulation with color codes under various and actual illuminants.
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#### Abstract

Collaboration-based design is a well known method for constructing complex software systems $\left[\begin{array}{lll}1, & 12 & 13\end{array}\right]$. A collaboration implements one feature of the system. Because of the independent development of collaborations, collaborations might easily produce methods with identical signatures though no intention of overriding [7, 10]. This paper differentiates between accidental and intended overriding and proposes a solution to the problem generated from overriding method signatures between collaborations. Our solution is based on method renaming at the compilation level. The predominant goal is the clarity, measured by the ease-of-use by developers.


Keywords : collaboration-based design, mixin, mixin layer, method decoupling.

## I. Introduction

In object oriented design, it is well known that objects are rarely self sufficient. Each software incorporates multifeatures. A feature could be understood as a distinctive aspect or job of the system. Practice has shown that most of the modifications (adding, removing or changing implemented features) in an object-oriented system will affect more than one class $[2,6]$.

This is because objects depend on each other to implement the same feature. These interdependencies can be expressed in collaborations. Collaboration is a set of objects and a protocol that encodes one feature of the system [1], so feature modification affects only the corresponding collaboration. The importance of collaboration-based designs in ComponentBased Software Engineering is indicated in many papers [1, 6, 8].
II. Collaboration-Based Design Implementation

As a result, it has been necessary to separate different collaborations, so each collaboration can stand on its own. Such a separation can be implemented using a programming pattern called mixin layer [12]. Each mixin layer is a class (outer class) that consists of a number of nested subclasses (inner classes), each of which encodes an object role in the collaboration. Mixin is a class whose super class is specified by a parameter [1]. A mixin layer's super class is also specified as a parameter. This parameter would be used to determine the super classes of all subclasses in that layer as well. So there are two levels of inheritance: one for the outer class and one for inner classes. The inheritance of the outer class determines which collaboration comes before (i.e. depends on) this collaboration, while the subclasses add behavior to the same subject of the previous collaboration.

Several researchers have worked on enhancing well-known OOP languages like Java to enable such Mixin Layers and Mixins. One of the well-known successes is JL (Java Layers) developed by Cordone et. al [5]. Using JL syntax, a mixin layer is specified as follows:

```
class MixinLayer <SuperCLass> extends
SuperCLass {
    // outer class
    class role1 extends SuperClass.role1
    {...} //nested inner class
    class roleN extends SuperClass.roleN
    {...}
}
```

To illustrate the basic concepts mentioned above, we provide a simple but revealing example.

## A. An Example

In a simple registration system, three classes could be identified: Student, Course, and Attendance. We would present three features of such a system. The first feature represents the enrollment in classes, the second is for grading and the third is for attendance control. Enrollment expresses the basic interaction between the Course and Student classes, where the student enrolls or withdraws from a course. Grading collaboration is used to alter the student's average based on course grades. Finally, attendance collaboration would be used to give warnings to students who have exceeded their maximum allowance of absenteeism. Three collaborations would be employed for those features. Figures 1-3 depict, using UML interaction diagrams, how each feature functions:


Fig. 1. Enrollment Collaboration


Fig. 2. Student Grades Collaboration


Fig. 3. Student Attendance Collaboration
In the second interaction diagram the grading feature would be responsible for assigning grades to students, and then enlisting all those grades. setGrade() method of the Course object would trigger getStatus() and changeAvg() methods for each enrolled student.

Notice the duplication of the method "getStatus()." The method is used in the second collaboration to decide the student's grading, while it's used in the third to get the number of absent classes.

Moreover, each feature of the system can be implemented in a variety of interpretations. For example, the grading could follow the typical percentage grading, or a symbol grading. In a symbol-based grading, symbols ( $\mathrm{A}, \mathrm{B}, \ldots$ ) substitute the ordinary quantified representation of student averages. Another collaboration, labeled 'Symbol Grading', may be introduced to the same registration system. getGrade() method would be used in both collaborations to return different representations of the student grade.

Figure 4 presents the collaborations and classes of our example application (We follow the notation in [2] where Ovals represent collaborations and rectangles represent classes). The intersection of a class and a collaboration illustrates the role prescribed by the class in that collaboration. A role encodes the part of an object in a collaboration.

|  | Student | Course |  |
| :---: | :---: | :---: | :---: |
| Enrollment | name <br> getName( ) <br> setName( ) | studArray[] enroll ( ) withdraw ( ) listStudents () |  |
| Grading | avg <br> getStatus( ) <br> changeAvg( ) <br> getGrade( ) | setGrades () <br> listGrades () |  |
| $\begin{aligned} & \text { Symbol } \\ & \text { Grading } \end{aligned}$ | getGrade() <br> changeAvg() |  |  |
|  |  |  | Attendance |
| Attendance | absNo getStatus ( ) editStatus() |  | giveWarning() |
|  |  |  |  |

Via studying the system, one would perceive that the second and the fourth collaborations are independent of each other, but they both depend on the first one. Grading and Attendance won't be valid unless the student is enrolled in the class. This is why the second and fourth collaboration mixin layers depend on the Enrollment mixin layer. Any added collaboration should therefore build upon one of the already available collaborations, or it would stand alone as a separate system.

The skeleton of the Enrollment collaboration implementation in JL is as follows:

```
class Enrollment {
class student {
String name;
void setName(String s) {...}
String getName() {...}
`
class Course {
Student studArray[];
void enroll(Student s) {...}
void withdraw(Student s) {...}
void listStudents () {...}
}// class Course
} //class Enrollment
```

The implementation of the other dependent mixin layers differs slightly. As an example we provide the skeleton of Grading collaboration. Notice that the Enrollment class wasn't hard coded into the application. It's merely left to run-time where the Enrollment/parent class is clarified.

```
class Grading <T> extends T {
class Student extends T.Student {...}
class Course extends T.Course {...}
}
```

Several different compositions are now possible resulting in different systems. These compositions are expressed in so called type equations [2,12]. The type equation specifies the order of inheritance of collaborations in a composition. In mixin layers, collaborations stand on top of each other to utilize the data stored in underlying features. The grading feature would definitely depend on the enrollment of students in courses. For example, the type equation of a registration system with grading (the second collaboration) in JL is:

Grading<Enrollment> a;
An object of that type is instantiated as follows:
Grading<Enrollment> a = new

Grading<Enrollment>();
The type equations for the remainder collaborations in the above-given example are expected to be:

SymbolGrading <Grading <Enrollment>> and

Attendance <Enrollment>

After instantiations, it is possible to work with the subclass objects (for example, Student class) using the standard Java conventions.
III. Decoupling Of Mixin Layers

As indicated in [6], two important questions have to be answered about any newly introduced collaboration:

1. Does the new collaboration break the properties of the existing system?
2. Does the existing system invalidate the local properties of new collaboration?
To resolve such questions, a thorough study should be conducted to discover such situations that may arise from the programming point of view.

One situation that would violate both rules is method overriding. In method overriding, the properties of the existing collaborations would be affected by the newly introduced duplicate signature methods. Moreover, the properties of the existing collaborations would invalidate the new collaboration as method duplication would cause confusion when adding a new collaboration. The main issue behind solving the decoupling of methods is whether this overriding is required or not. This paper proposes the term "accidental overriding" to refer to methods of different layers with equal signatures but perform dependent jobs. Typical overriding is thus referred to using the phrase "intended overriding." To differentiate between accidental and intended overriding, it is important to understand the reciprocal relationship between collaborations. For the example above, the relationships are represented using Figure 5.


Thus, we would clearly differentiate between intended and accidental overriding based on the collaborations dependencies. Intended decoupling is identified where collaborations could be related via an inheritance chain such as in the case of the two methods: getGrade() and changeAvg(). Those methods actually intended to override the methods in their parent collaboration. getStatus(), on the other hand, was accidentally overridden.
A. The proposed solution

A resolution to accidental decoupling of methods is renaming methods differently so that they would have unique signatures. Intended decoupling would either re-write an already implemented method or provide an implementation to an otherwise abstract method. Below is a pseudo-code to assure proper renaming. The proposed below-written pseudocode utilizes the compilation stage to solve the decoupling problem. The implementation of the pseudo-code could be added to any JL or other language compilers.

```
Let n : number of layers
Let i : layer number ( i = 1..n) ;
Let cls(i) : number of classes in layer i
Let cls(i, j) : class number j in layer i;
Let m(i, j) : number of methods in class j layer i;
Let m(i, j, r) : method number r in class j layer i;
/* scan layers starting from new ones to minimize changes to riginal layers */
for i = n to 1 (step -1)
{ /* p goes through all previous layers */
for p = i-1 to 1 (step -1)
{ /* j goes through all classes of layer i */
for j = 1 to cls( i )
{ /* Is there an inheriting class for class j layer i in layer p */
if cls(p, j) exists and cls(i, j) exists
{ /* Compare the method signature of all methods in layer i with corresponding
        methods in layer p */
for r = 1 to m(i, j )
{ for r1 = 1 to m(p, j )
    /* Is there a method with the same signature */
if m(i, j, r) = m(p, j, rl)
{ assign m(i, j, r) a unique name;
for s = 1 to cls(i)
{ update all references to m(i, j, r) from classes of the same layer i;
}
/* check that there's an inheritance relationship between i and p layers */
if (p recursively extends i)
```

```
/* abstract class implementation should be updated to enable overriding */
if (m(p, j, rl) is abstract)
{ change m(p, j, r1) to non- abstract
}
add to m(p, j, rl) the following code
    { if calling method belongs to layer i or any layer that extends i
        m(i, j, r);
}
for all children of layer i
    update the references to m(i ,j ,r) from any inheriting class if any;
}
exclude the keyword super used to reference m(i, j, r) from layer p if used;
    /* end if statement comparing methods*/
break; /* compare the next method*/
    /* end r1 loop*/
    /* end r loop*/
    /* end if statement checking class existence */
    /* end j loop*/
    /* end p loop*/
    /* end i loop*/
```

The code above assumes that new layers have higher index numbers than already available ones. This assumption is justified as new layers could not be added to the system prior to their ancestor mixin layers.

To illustrate how abstract method overriding is resolved using the previously-laid pseudo-code, figure 6 and the code below show how abstract method m() at layer A is changed after compilation and re-generated as follows:


```
public void m()
{ if (calling method from layer B or any layer that inherits B)
    /* this is done by referring to stack of functions */
        call B m();
        /* this is the renamed function */
    else if (calling method from layer D or any layer that inherits D)
        call D_m();
    else
        ERROR! Method is abstract.
```

\}

## B. Inheritance Information Initialization

It has been perceived that the inheritance information is only provided at run-time. Such information should be collected when apparent at run-time to be utilized for decoupling. This is a technical issue that could be solved using attribute adding or simply storing this information in a special deployment file.

## IV. Future Work And Conclusion

Several other situations would be explored where the new collaboration may affect the existing system. One condition proposed for further research is the improper implementation of an interface method that the new collaboration requires. Since usually interface specification information is available in the form of method signatures, no constraints are placed on the collaborations implementation. This may lead to unexpected
collaboration behavior when integrated to the system (For example, there are different ways to handle exceptions and possible errors). So, more collaboration specification information has to be developed.

In this paper we explored some implementation issues of collaboration-based designs. We put the focus on layer decoupling, clarifying the difference between accidental and intended decoupling. A re-naming methodology was proposed that would resolve decoupling while reserving the effects of intended overriding.

## References

[1] Batory D., Cardone R., Smaragdakis Y. Object-Oriented Frameworks and Product-Lines, ${ }^{\text {st }}$ Software Product-Line Conference, Denver, Colorado, 1999.
[2] Batory D., Geraci B. Validating Component Compositions and Subjectivity, GenVoca Generators. IEEE Transactions on Software Engineering, p. 67-82, 1997.
[3] Batory D., Singhal V., Thomas J. Scalable Software libraries, ACM SIGSOFT 1993
[4] Bracha and Cook, Mixin-Based Inheritance, ECOOP/OOPSLA 90,303-311, 1990.
[5] Cardone R., Brown A., McDirmid S., Lin C. Using Mixins to build flexible Widgets, $1^{\text {st }}$ International Conference on Aspect Oriented Software Enginering, The NetherLands, 2002.
[6] Fisler K., Krishnamurthi S., Batory D. Verifying Component-based Collaboration designs, $4^{\text {th }}$ ICSE Workshop on Component based software engineering, Canada, 2001.
[7] Herrmann, S. Object Teams: Improving Modularity for Crosscutting Collaborations, Proc. Of Net. Object Days, Erfurt, 2002.
[8] Holland I. Specifying reusable components using contracts, ECOOP, p. 287-308, 1992.
[9] Java Layers Home Page at http://www.cs.utexas.edu/users/richcar/JavaLayers.html
[10] Ovlinger J. Combining Aspects and Modules. PhD Dissertation, College of Computer and Information Science, Northeastern University, 2004.
[11] Roberts S., Heller P., Ernest M. Complete Java 2 Certification study guide. $2^{\text {nd }}$ ed. Sybex, 2000.
[12] Smaragdakis Y. Implementing Large Scale Object Oriented Components. PhD Dissertation, CS Dept. University of Texas at Austin, 1999.
[13] Smaragdakis Y. and Batory D. Implementing Layered designs with Mixin Layers, in Proc. of ECOOP’98, 1998.
[14] Szyperski, Component Software: Beyond Object-Oriented programming, Addison-Wesley, 1998

# A Location Service for Pervasive Grids 

M. Ciampi<br>ICAR-CNR<br>Via Castellino 111, 80131<br>Napoli, Italy<br>mario.ciampi@na.icar.cnr.it

A. Coronato<br>DRR-CNR<br>Via Castellino 111, 80131<br>Napoli, Italy<br>coronato.a@na.drr.cnr.it

G. De Pietro<br>ICAR-CNR<br>Via Castellino 111, 80131<br>Napoli, Italy<br>giuseppe.depietro@na.icar. cnr.it

## M. Esposito <br> ICAR-CNR

Via Castellino 111, 80131
Napoli, Italy
massimo.esposito@na.icar. cnr.it


#### Abstract

Grid computing environments are being extended in order to present some features that are typically found in pervasive computing environments. In particular, Grid environments have to allow mobile users to get access to their services and resources, as well as they have to adapt services depending on mobile user location and context. This paper presents a 2-layers location service that locates mobile users both in intra-Grid and extra-Grid architectures. The lower layer of the location service locates mobile users within a single intraGrid environment, i.e. mobile users can move among different areas of the physical environment and the Grid can provide its services accordingly to the user position. The upper layer locates mobile users in an extra-Grid, which is composed by a distributed federation of intra-Grids, by collecting location information coming from basis layers. The location service has been developed at the top of the standard OGSA architecture.


## I. INTRODUCTION

In the late 1990 s , the Grid computing model has emerged and rapidly affirmed as the new computing paradigm for large-scale resource sharing and high-performance distributed applications.

The term "The Grid" was primarily introduced by Foster and Kesselman to indicate a distributed computing infrastructure for advanced science and engineering [1]. Successively, it has been extended to denote the virtualization of distributed computing and data resources such as processing, network bandwidth and storage capacity to create a single system image, granting users and applications seamless access to vast IT capabilities.

As a result, Grids are geographically distributed environments, equipped with shared heterogeneous services and resources accessible by users and applications to solve complex computational problems and to access to big storage spaces.

Recently, Grid computing environments are being extended in order to present some characteristics that are typically found in pervasive computing environments.

The goal for Pervasive Computing is the development of environments where highly heterogeneous hardware and software components can seamlessly and spontaneously interoperate, in order to provide a variety of services to users independently of the specific characteristics of the environment and of the client devices [2]. Therefore, mobile devices should come into the environment in a natural way, as their owner moves, and transparently, that is owner will not have to carry out manual configuration operations for being able to approach the services and the resources.

The conjunction of the two paradigms is leading towards Pervasive Grid environments [3].

A key feature for Pervasive Grids is the possibility of making mobile users able to get access to the Grid and to move both among different areas within the same Grid environment and among different Grid environments. In this scenario, Pervasive Grid environments should customize services and resources access depending on mobile user location and context.

This requires that such environments be supported by advanced location and tracking services, which have to localize mobile users and to track their movements in the physical environment.

In this paper we propose a location and tracking service for Pervasive Grid environments. In addition, the service offers functionalities to mobile users for supporting transparent and spontaneous wireless connectivity, as well as reliable disconnections.

The service has been developed at the top of the standard OGSA (Open Grid Services Architecture) and so may easily extend traditional OGSA-compliant Grids.

The rest of the paper is organized as follows. Section 2 presents some motivations and related works. The architecture of the Pervasive Grid environment that we built is shown in section 3. Section 4 describes the location and tracking service. In section 5 the implementation details are outlined. Finally, section 6 concludes the paper.

## II. RELATED WORKS AND MOTIVATIONS

Current Grid architectures and algorithms do not take into account the mobile computing environment since mobile devices have not been considered as valid resources or interfaces in Grid community. However, in the last few years mobile devices have substantially been enhanced and have got a large diffusion in the market. As a consequence, they can no longer be discriminated by Grid community. Differently, they can be effectively incorporated into the Grid either as service consumer or as service provider [4].

Such new potentialities have been attracting the interest of several researchers. In the following we report some remarkable works that face some aspects related to combining Grid and Mobile computing.

In Reference [5] new challenges stemming from implicit requirements are outlined. In particular, authors emphasize some characteristics of mobile devices and their impact in the Grid environment.

In Reference [6] a new scheduling algorithm for Grid environments have been proposed. Such algorithm takes into account the intermittent connectivity of mobile nodes, which are interfaced with the Grid by specific proxy components.

In Reference [7] mobile devices are considered as active resources for the Grid. In particular, authors propose an architecture for deploying Grid services on mobile nodes by making them active actors in the Grid.

In this paper we focus on the effect of user mobility in the Grid. This has two main aspects to concern.

First, services can be customized depending on user context and location. This is a typical scenario in pervasive environments. For an example, if a mobile user moves in a multimedia room equipped with a large display after having required to view a video presentation, the output results will be redirected to the room display rather than to the mobile device.

Second, the set of Grid services can be extended with services that relies on user location. This is the case of an ETesting service, for which the access could be restricted to users located in a specific classroom rather than an indiscriminate access from everywhere.

## III. A PERVASIVE GRID ENVIRONMENT

Grid applications can be physically placed in different sites, which are topologically organized to compose intra-Grids, extra-Grids or inter-Grids [8,9].

Intra-Grids pool resources offered by different divisions existing within a single organization, which defines policies to share, access and use such resources. Computers of a single organization use a common security domain and share data internally on a private/LAN network.

Extra-Grids bring together more intra-Grids using a remote/WAN connectivity. They are based on multiple organizations, characterized by more than one security domain, which cooperate among them through external partnerships in order to address about business, academic and other topics. For this reason, these partners have to agree common policies, in addition to or extending the existing single organization ones, to enable the access to services and resources of the extra-Grid.
Finally, inter-Grids are based on many organizations distributed in the world, which pool their own resources using an Internet/WAN connectivity in order to sell, for example, computational or storage capacity. Because of the great number of organizations involved in this type of Grid, a partner agreement is very difficult to realize and so a more complex management about the offered services and their integration and collaboration in a secure context is required.

The architecture that we implemented consists of a Pervasive Grid environment, which is an extra-Grid composed by two intra-Grids. These latter are deployed in different physical sites, are equipped with wireless access point and are both independently connected to the internet.

The intra-Grid 1 is equipped with a Linux cluster composed of five computers, a network printer and other resources, while in the intra-Grid 2 there are computational and other resources, a multimedia laboratory and some multimedia
rooms. In particular, intra-Grid 2 is made up by the following resources:

- Rendering Station - This is a workstation for rendering row motion data in 3D graphic applications; it is a Silicon Graphics workstation with IRIX as operating system.
- Projector - This is a projector, driven by a pc, to project multimedia presentations.
- E-Testing Server - This server hosts an E-Testing application.
- Streaming Server - This server hosts a video streaming application.
The services of our Pervasive Grid environment are the following:
- RenderingService - This service enables users to submit row motion data and to build 3D graphic applications. This is a computational service that executes processes on the Rendering Station.
- PresentationService - This service enables a user to project its presentation and to control the presentation flow in a multimedia room. For this reason, this service must be available only in the multimedia rooms of the intra-Grid 2.
- VideoConferenceService - This service enables attendees to follow a presentation on their personal mobile device. A video server captures a presentation with its videocam and streams it over the network.
- E-TestingService - This service performs on-line evaluation tests for courseware activities. When a session test starts, students must be in a multimedia room of the intra-Grid 2. Evaluation tests are synchronized and students have a predefined period of time for completing each test section. Students can interrupt their test by explicitly closing the service or by leaving the multimedia room. This service must be available only in the multimedia rooms of the intra-Grid 2.
In the Pervasive Grid, mobile users can dynamically enter in a physical site and leave it. They can also move among sites. Every time a mobile user enters in a site, the environment has to locate him and to provide him with the list of services available at that location.

A possible scenario can be represented by the execution of an evaluation test. It has to be performed in the multimedia room of the intra-Grid 2. As a consequence, the access to the E-TestingService has to be allowed only to students that are physically located in the multimedia room.. Moreover, if a student leaves the room during the test, its session has to be interrupted and any resources associated to it have to be released.
A different scenario is represented by a mobile user that launches a rendering operation to the RenderingService. When the results are ready, the RenderingService returns them to the user depending on his position, that is, if the user is located in the intra-Grid 2, which is equipped with multimedia displays, the results are presented on them rather than on his mobile device.

It is then important to note that both scenarios require the presence of a location and tracking service able to provide information about mobile user position in Pervasive Grid environments.

## IV. THE LOCATION AND TRACKING SERVICE

Traditional Grid environments are not equipped with mechanisms for handling mobile users. In particular, they are typically not able to recognize user disconnections and when they do that, they always threat disconnections as systems failures. Moreover, they are not equipped with location and tracking mechanisms.

Differently, modern Pervasive Grid environments must be equipped with location discovery systems, which have to i) discover and connect incoming mobile device; ii) localize them and track their movements; and iii) recognize implicit disconnections, that is the mobile user leaves the environment without a logout operation.

The service here proposed is able to locate active mobile users in any physical site of the extra-Grid, and to track their movements. Moreover, it has been augmented with connecting facilities, which enable mobile users to get transparent access, as well as disconnection mechanism that reliably handles implicit disconnection.
The location service implements the following strategies.

## Connecting incoming mobile users

The mechanism we chose for providing network connectivity on-the-fly is based on the Dynamic Host Configuration Protocol (DHCP) [10], which is also a well known solution for the implementation of basic location functions [11]. DHCP dynamically assigns an IP address to an incoming device, which is, then, able to access to the network. It can be used both for 802.11 b and for Bluetooth enabled devices in the PAN profile or in the LAN Access Profile [12,13]. No particular assumptions about the mobile device must be taken except that it must be configured as a DHCP client. It's worth noting that standard DHCP protocol has not been devised for highly dynamic environments. As a matter of fact, the IP address assigned to a device is locked until the LEASE_TIME expires. The LEASE_TIME is a parameter that typically varies from 12 to 24 hours. During this time, standard DHCP protocol doesn't take care about possible early user disconnections. Some limitations of the standard DHCP protocol for mobile computing environments were already pointed out in [14] and are not faced by the forthcoming DHCP RFC [15], which only introduces the possibility of forcing the mobile device to renew the IP request once the lease time expires. Pervasive Grid environments have further requirements. Indeed, when a mobile device disappears from the environment, it would continue to have an associated IP address until its LEASE_TIME expires, making such a network resource unavailable for new incoming devices. For this reason, some additional functions must be developed. In particular, it has been built a DHCP server that is able to release IP addresses on demand. By doing so, the environment can require to release network resources (IP addresses) when mobile users leave. It's also important to note that such
additional functionalities do not affect the DHCP protocol an DHCP clients are just standard clients.

## Locating mobile users

In the environment, at any time, a variable number ( devices may be active. These devices can be located $j$ different sites and even in different locations within the sar site. The environment has to locate them in order to provic customized services. In general, in a Pervasive Gri environment both location and locating functions must t available. A location function is a mechanism for identifyin objects active at a specific location, whereas a locatin function is a mechanism for identifying the location of specif objects [16]. As an example, the environment has to use tt location function for determining active devices in th multimedia room and providing them with access to the I TestingService. Differently, when a mobile user requires 1 render a multimedia file, the environment has to invoke th locating function to locate him in order to present results to th better and nearest display.
In our Pervasive extra-Grid, each intra-Grid is composed t different locations that correspond to physical areas covere by distinct wireless Access Points (APs), i.e. each A identifies a physical area in the site. As a consequenc knowing objects location is a two level problem. First lev consists in determining the physical site, whereas second lev, consists in determining the physical area within the site. T locate devices, wireless APs can periodically be interrogate, Indeed, each AP writes an event into a $\log$ file whenever device becomes active into its area. By comparing such los and by handling global states, it is possible to detect locatic changes. A similar approach has been realized in [18].

It is finally worth to note that a more effective locatic mechanism can be obtained by equipping environments wil active location systems like those described in [17]. O environment has been equipped with RFID [20] systems an we are now integrating them in the architecture.

## Detecting user disconnections

In order to recognize user implicit disconnections it possible to adopt a strategy based on checkpoints. As a matt of fact, the environment can periodically detect each mobi device with a ping operation. After having issued a pin message, the environment waits for a response or for timeout. A mobile device is declared inactive after havin missed a certain number of consecutive ping messages. Pin intervals, as well as the number of missing ping responses 1 declare inactive a mobile device, have to be parameterized.
Tracking user movements
The service can catch user movements by collecting even related to i) the entrance of a new mobile device, ii) tt movement of the device within the environment, and iii) th exit of the device. Such events have to be produced t functions that implements previous strategies.

## V. IMPLEMENTATION DETAILS

The service architecture is shown in figure 1. It consists , the following components:

- DHCPComponent - This component implements a DHCP service. It provides network connectivity to the incoming devices as a standard DHCP, but it has additional functionalities. In particular, it communicates to the SiteLocationComponent when a new device enter the intra-Grid. Moreover, it releases allocated IP addresses when the SiteLocationComponent requires to do that.
- EcoComponent - This component sends ping messages towards mobile devices in order to detect implicit disconnections. When an implicit disconnection is detected, the component communicates such an event to the SiteLocationComponent
- LocatingComponent - This component is in charge of locating mobile devices active in the area covered by a wireless AP. In the intra-Grid, one LocatingComponent is deployed per each wireless AP. Currently, we are also developing LocatingComponents for the RFID technology.
- SiteLocationComponent - This component locates mobile devices in the intra-Grid. To perform its task, it collects location information coming from different LocatingComponents. Moreover, it gets messages from DHCPComponents and EcoComponents for incoming and leaving mobile users. As a consequence, it forces DHCPComponents and LocatingComponents to release and allocate resources respectively. Finally, any change of state of a mobile user is communicated to the GlobalLocationComponent.
- GlobalLocationComponent - This component locates mobile devices in the extra-Grid. It interacts with the SiteLocationComponents and with the TrackingComponent as well.
- TrackingComponent - This component tracks users' movements within the extra-Grid.
The location service has been realized as an OGSAcompliant Grid Service. It has been developed and integrated in the Globus Toolkit 4.0 [19], extending the open source collection of OGSA-based Grid Services offered by it.

It basically exposes the following functions:

- LocalizeDevice - This function returns the position of a specific device.
- ActiveDevices - This function returns the list of devices active at a specific position.
- UserStory - This function returns the list of movements that a specific device has performed within the environment.
When a new mobile device comes into the extra-Grid, it dynamically obtains an IP address from the DHCPComponent The DHCPComponent communicates to the SiteLocationComponent that a new device is active. The SiteLocationComponent activates an Eco function for the new device, updates its internal data structures, and communicates that a new device is active in its site to the GlobalLocationConponent, which propagates it to the TrackingComponent.


Fig. 1. Services architecture

When the device becomes inactive, the EcoComponent communicates such a condition to the SiteLocationComponent, which requires to free allocated IP resources to the DHCPComponent.

While the mobile device is active in the extra-Grid (i.e. in any intra-Grid), every location change is caught by a LocatingComponent and propagated to upper components
VI. CONCLUSIONS AND DIRECTIONS FOR FUTURE WORKS

In this paper we presented a location and tracking service that make Pervasive Grid environments enable to locate and track active mobile devices in a federation of intra-Grids, that is an extra-Grid. This facility provides the Grid with support for customizing services depending on the user location, as well as enabling mobile users to get access.
Future work will aim to implement mechanisms for handling user sessions. In particular, the environment has to distinguish between computational and interactive services. As a matter of fact, if a user leaves after having launched services, the environment has to free resources allocated to interactive services (the user is supposed to no longer be interested in such services), whereas computational services, which do not require interactions but may take long execution time, have to continue until results are produced even if the user is no longer active (the user is supposed to return back in the environment to pick up results).
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Abstract-This paper exposes how to modify an existing programming workbench to make it useful and efficient for developing interfaces for the blind and partially sighted people. This work is based on abstract data types and components.

## I. INTRODUCTION

Non visual interfaces (interfaces for the visually handicapped persons) represent a specific type of software development, because all the existing tools : architectures, interaction description methods, developing tools, and technologies are designed and developed for standard user interfaces only.

Creating software for people with visual deficiencies can be achieved using one of these options:

- adapting existing software using screen-memory information for essentially non-graphical user interfaces, or to enlarge graphical user interfaces; the screen enlargers are used only by partially sighted people;
- filtering the messages circulating in GUIs, and adapting them in order to present information on adapted peripherals (Off Screen Models); the major inconvenient of this method is that it makes original applications very slow, and its use very complex [1];
- encouraging manufacturers such as Microsoft to provide possibilities for better accessibility, by building access features into their products in the very early phases of conception [2];
- using the built-in features offered by manufacturers, for example the Accessibility module existing in Windows versions since Windows95;
- developing new and specific interfaces using specific tools and interactions : this is necessary when existing applications do not respond to the handicapped "specific" needs.
This latter is the best option because it takes into account the blind and the partially sighted people at the same time; and gives the developer the possibility to create interfaces optimized for the visually handicapped persons.

Let's take the case of a software developer in front of the task of creating an application for the visually handicapped persons. He has to face two major problems.

First of all the use of different and complex peripherals such as Braille terminals, speech synthesizers, speech recognisers, sound cards, sensitive keyboards...etc. The communication with the peripherals must be established.

The second point is related to information presentation and ways of interaction with the computer. The interaction objects and principles used in graphical user interfaces are not useful in interfaces targeted to visually handicapped persons, unless for creating dual interfaces (for both sighted and blind people). So, they have to be replaced by other interaction principles such as multimodality which permit to replace the deficient sense of the user [3]. The developer has to design and build up these interactions.

For these reasons, development of a non visual interface takes much longer time than the development of a standard user interface : there is no existing tool to make non visual interfaces development as easy as for the classic interfaces. I aimed to find a solution to this problem.

With the emergence of "interfaces for all" [2], I think that the most urgent thing to do is to provide the developer's community with tools that help them in creating non visual interfaces, as well as they dispose of tools and environments for creating GUI's.

## There are two interesting approaches that inspired my work :

- the extended User Interface Managing System proposed in Reference [4]. It consists in adding a specific toolkit to an existing toolkit. The principle is summarized in Figure 1;
- the use of generic tools to create non visual interfaces, recommended in Reference [5]. These tools may permit to manage input-output, peripheral constraints, basic callbacks, and specific objects.
Instead of adding one more specific application builder, it is better to improve an existing one. Besides to its classic functionalities, an Integrated Development Environment (IDE) may be optimized by adding all the components needed for the developing of non visual interfaces.



## Figure 1 : Extension of the UIMS principle

The advantage of this method is to facilitate the developer's task, to integrate the developing of specific interfaces among the classic developing tools, and to make it faster and less fastidious.
II. Specification of the non visual workbench

After developing non visual interfaces mainly in the field of education [6], it came out that a standard platform must be completed with the following components :

- a simple interface to allow the developer to choose between existing peripherals;
- a system to deal with the communication protocols of the specific input/output peripherals;
- a tool to help the developer in configuring the peripherals and defining simple events;
- a tool that allows the definition of multimodal events;
- a tool to define time constraints existing on events;
- a library of adapted interactive objects.

All these components are integrated in a development environment which has to generate some of the application code.

The IDE chosen for our experimentation is Microsoft Visual C++ because it is complete, and the language used is known by a large scale of people: students, researchers, and engineers.
MSVC++ is made out from four components :

- the application framework called AppWizard: defines and generates the general aspect and behaviour of the application;
- the MFC toolkit : combined with Windows SDK toolkit, furnishes a large amount of necessary functions;
- the resource editor or AppStudio which permits creating interface objects and designing the application interface;
- the dialog controller or ClassWizard which associates callbacks to interface objects and creates classes for interface objects (different controls like edit boxes, buttons, windows, dialog boxes...etc.).

These components work with an event manager integrated into Windows environment. This manager deals with all the standard peripherals and their associated events. The programming language is $\mathrm{C}++$.

It is possible to use interface objects and function libraries issued from the DLL, ActiveX, OLE, OCX or COM technologies in order to enrich the possibilities furnished by MSVC++. All these controls constitute the component gallery.

This original IDE must be extended as shown in Figure 2 and the method is exposed in the following paragraphs.

Comparatively to Reference [4] recommendation, my work does not end to the function toolkit, but it is extended to all the components of the original IDE. And the extended components are integrated among the original components.

## A. The extended toolkit

Standard libraries and toolkits offer various functions to the developer. They have to be completed with functions permitting for example to communicate with a non standard peripheral, to write a text on Braille terminal display, to read a text written using a Braille terminal keyboard, to pronounce a text by a speech synthesizer, or to make a sound.

The needed functions are divided in two great categories:

- basic functions necessary to establish communication with peripherals; these functions when packaged as components constitute platform independent device drivers [7];
- basic functions necessary to use non standard interaction objects.
For these two categories I designed abstract data types composed by data, operations, conditions and axioms. In object oriented modelling and programming, these data types are represented and finally implemented using the class concept.

Input/Output peripherals managing
The extended function toolkit needs the creation of a library of non visual classes, which take place in elaborating the non visual interaction modalities. We need abstract classes to represent each of the possible peripheral devices, plus classes defining communication protocols.

For example, I designed BrailleTerminalType, an abstract data type on which I based the implementation of CBrailleTerminal : an abstract class representing all types of Braille terminals.


Figure 2 : The extension of MSVC++

General attributes and methods are defined in this abstract class. I have assumed that the Braille terminal may use function keys, interactive keys, and a Braille keyboard besides the Braille display.

A small part of the class specification is given here :
Class Name: CBrailleTerminal
Inherits : CSerial, CParallel, CUsb
Description : defines the Braille terminal functionalities
Constraints : only one Braille terminal used per application

## Class attributes

| Name | Type | Initial value | Description |
| :--- | :--- | :--- | :--- |
| m_displaysize | integer | 20 | Display size |
| m_celltype | integer | 8 | Braille cell type |
| m_currentpos | integer | 0 | Display position |
| m_cursor | Ascii | Cursor aspect |  |
| m_error | integer | Error managing |  |

## Class methods

- activate, deactivate the Braille device,
- initialize communication with the Braille device,
- display a line on the Braille display,
- display a character string at a given position on the Braille display,
- display a single character at a given position of the display,
- read a line on the display,
- read a string beginning at a given position of the display,
- reads a single character on the display,
- Etc...

Specific models of Braille terminals inherit general characteristics from the abstract class CBrailleTerminal, and implement their specific characteristics. The class CBrailleTerminal has a multiple inheritance feature since we can find different communication protocols for Braille terminals.

Each of the peripheral classes developed has a basic event manager function.

Adapted interactive objects
Once the developer finds object galleries in the existing environments, such as buttons, list boxes, dialog boxes, that are very easy to use, and help in the design of the graphical user interface, it would be interesting to find matching non visual objects. For example a list box using the Braille and the speech modalities.

Several woks have been done in this field, and I have proposed adaptations for a major number of graphical interactive objects [8] based on these studies. An example of adapting an edit box using the Braille modality is given in Figure 3.


Figure 3 : Non visual Braille text box.
A line of Braille text is displayed in the edit box, and the Braille terminal function keys are programmed to navigate in the whole text, while interactive Braille keys allow to point on a single character or to make a word selection.

The sound modality can be used in the text box adaptation, in order to give some extra information to the user. In this case we obtain a multimodal edit box.

Design and implementation of the adapted controls goes through the same steps as for the I/O communication. Abstract data types are defined and then classes are implemented to represent the non visual controls. For example a Braille text editing box called CBrailleEdit, or a multimodal edit box using speech recognition input and Braille input/output called CMultimodalEdit.

In order to implement these controls we have two propositions :

- creating a library of classes implementing the functionality of a non visual control, MFC classes are used as mother classes for the new controls; these controls can be modified easily by the developer;
- creating reusable controls using OLE, ActiveX or Component Object Model concepts. Reusable controls can activate events, they have their own attributes and methods and are portable between applications.
For the two cases the I/O classes developed are used to implement the interactions. The two solutions are exposed for the Braille text box.
a) CBrailleEdit inherits from the MFC class CEdit, then we :
- redefine the creation method of CEdit,
- add non visual attributes in CBrailleEdit,
- define and implement the events to which the control responds;
- implement the non visual behaviour, response to the events, such as the navigation into the Braille control.
b) CBrailleEdit is an OCX reusable control :
- we design the graphic aspect of the control (if needed, it's a screen adaptation of the control);
- we implement code sources, the control is implemented using a class definition and implementation, with a possibility of subclassing;
- we define the events that can be activated;
- we implement the responses of the control to the different events arriving from the peripherals.
The Figure 4 shows the functioning of a reusable control. In this case, the new control will be integrated among classic controls of the IDE's resource editor.
After the completion of this step we will be in presence of a personalized and specific version of the MFC and the component gallery.


## B. The application framework

By following a few steps and answering some questions, the developer gives the AppWizard tool the basis on which it will build up the general application framework. The structure consists in header and source files, containing a minimum of source code and defining a default behaviour.

The questions asked are for example : is the application Single Document Interface or Multiple Document Interface, does the application use a database...etc.
I propose to implement a new application framework called NonVisualAppWizard for Non Visual Interfaces.

NonVisualAppWizard permits to start a new application by giving some options to the developer. The options in a sequence of dialog boxes, must concern the types of specific I/O devices, the model, the communication protocol, the configuration of each previously chosen device, the simple events to take into consideration (monomodal events), the combined events associated to two or more different devices (multimodal events), and finally the time constraints for some events (for example the elapsed time between two clicks for a double-click).

Once the choices made by the developer, NonVisualAppWizard creates and compiles a new application framework containing header and source files composing the application, and a basic event manager.

The non visual application framework designing goes trough three major steps :

- designing the general options of the application,
- designing the general event manager,
- creating the template files.


## General options

In order to define the general options of the application framework we have to design the dialog boxes allowing the different choices stated in the previous paragraph.

The developer has only to check the appropriate options in the dialog boxes. Each dialog box updates some variables I will describe in the coming paragraphs. The figures below show some examples of these dialog boxes.


Figure 4 : A reusable control.
The number of dialog boxes proposed to the developer depends on the peripheral devices he chooses in the first step. There is a dialog box per device permitting to define its specific features.

For instance the Figure 6 represents the dialog box proposed after the developer has validated his choices illustrated in Figure 5. Then, other dialog boxes are proposed to configure the speech recognition and the speech synthesis devices.

## The event manager

Dialog boxes are designed to describe the different combinations of events allowed depending on the peripherals chosen in the initial steps :

- simple events coming from input peripherals, for example Braille keyboard input, Braille function key input;
- events on output peripherals, for example displaying a text on the Braille display, or pronouncing a text by speech synthesizer;
- multimodal input events, some realistic multimodal events[9] are proposed, for example speech recognition and click on the Braille interactive keys;
- time constraints on multimodal events and on some simple events will be entered by the developer, for example : a multimodal event composed by a click on a Braille interactive key and a speech recognition event, with time elapsing between events not exceeding 350 milliseconds.


Figure 5 : Choosing the application I/O devices.


Figure 6 : Configuration of the Braille terminal.
The Figure 7 shows the definition of events that may come from the chosen Braille terminal.

## The template files

The template files are used by the application framework as models to generate the application source files. There are template files for each one of the application header and source files, together with a main template file, containing the description of the application framework, and controlling the generation of the final source files.
Template files consist in conditional instructions, source code and keywords. The keywords (also called macros) are stocked in a dictionary; assimilated to variables (Boolean or numeric), their final values depend on the choices made by the developer in the sequential dialog boxes proposed above. Each dialog box permits to update one or more keywords in the dictionary. This latter is then used to generate the source files.
For example by choosing the "Braille terminal" check button in Figure 5, the associated keyword (BRAILLE_TERMINAL) in the dictionary is set to TRUE. This will instantiate every instruction containing the keyword BRALLE_TERMINAL in the template files to TRUE, and due to this action, a source code is generated that takes into account the presence of the Braille terminal. This is a piece of code contained in the main template file :
\$\$IF (BRAILLE_TERMINAL)
+tbraille.cpp tbraille.cpp
tbraille.h tbraille.h
\$\$ENDIF // BRAILLE_TERMINAL
These instructions mean that if the BRAILLE_TERMINAL macro is true, then the application source files must contain two more files : "tbraille.h" and "tbraille.cpp" which will also be generated using their template files. These two files will be included in the project and compiled.


Figure 7 : Defining Braille terminal simple events
The source files are instantiated after replacing each keyword with its value. For example if the Braille keyboard is not selected for input events, then all the related methods will not be generated, they will remain as a commentary in the source file. And if the developer chooses Braille terminal but not speech recognition as I/O peripheral, the source files of Braille classes are included into the project but not the speech recognition ones.

## The template event manager

The template event manager consists in a simple algorithm that scrutinizes all peripherals. Each peripheral class (developed in the toolkit extension) contains a local event manager which waits for events, and puts them in a local queue.

The principal event manager, reads all events in the queues, interprets them in order to combine some events into multimodal events, and puts them in a general queue.

A rule base is used by the algorithm to help classification and interpretation of the events. The rule base is generated after the definition of simple and multimodal events and temporal constraints. Only the chosen peripherals are involved in the final event manager.

After the events are recognised and put in the general event queue, they are dispatched adequately by the interface to the controls or to the application that will process them.

## Conclusion

The result of these implementations is a tool I called NonVisualAppWizard which is completely integrated in MSVC++, and is found among the other wizards furnished by Microsoft as shown in Figure 8.

| New |  |  |  |
| :---: | :---: | :---: | :---: |
| Files | Projects | Workspaces | Other Documents |
| an AppWNV AppWizard |  |  | $\square$ Win32 Console Applic． |
| －ATL COM AppWizard |  |  | क）Win32 Dynamic－Link L |
| ⿹弋工利Cluster Resource Type Wizard |  |  | \％］Win32 Static Library |
| Custom AppWizard |  |  |  |
| 甸Database Project |  |  |  |
| 閣 DevStudio Add－in Wizard |  |  |  |
| －Extended Stored Proc Wizard |  |  |  |
| ISAPI Extension Wizard |  |  |  |
| Wakefile |  |  |  |
| 磒MFC Active $\times$ ControlWizard |  |  |  |
| \％MFC Appiwizard（dIl） |  |  |  |
| FtMFC AppWizard（exe） |  |  |  |

## Figure 8 ：The non visual AppWizard

The developer of a non visual interface has to complete the generated code，in case he deals with peripherals and device models we did not have the time or the opportunity to consider．But he can always rely on the abstract classes offered，because they are complete and give a model for implementing specific classes．

## C．The resource editor

The resource editor is composed of controls developed for the generic toolkit，such as the Braille edit box given for example．These controls are naturally integrated into the AppStudio editor．

In case we develop controls inheriting from MFC features， they will not be proposed as objects by the resource editor， and the developer has to manage between their appearance on the interface and their behaviour at user inputs．

D．The dialog controller
The dialog controller has a tight relationship with the application framework and the toolkit components．It will work normally with the controls developed as reusable controls，integrate new classes defined for peripherals or adapted objects，and assimilate the connection between events and their callbacks．

## III．CONCLUSION

The work presented can be exploited in different ways．I have experimented with MSVC＋＋environment，but it is possible to do similar work with other IDEs．
Technologies based on binary code components，allow to implement modules in a chosen language and to use them from a different language（COM／Dcom components）．So it is possible to develop libraries，DLLs and controls in COM technology and use them from VB or Visual Java and on different platforms．

This experimentation may lead to a project allowing the use of an existing interface manager to implement specific user interfaces．I have based my study on non visual interfaces，but by developing libraries which command
specific peripherals or transactions，by designing and creating adapted interactive objects，the method is applicable to other kinds of disability and other types of interfaces，for example ：
－motor disabilities；
－industrial or medical applications using specific engines；
－graphical user interfaces using new peripherals and new interaction principles；
－new interfaces using different metaphors and principles as for mobile computing；
－multilingual interfaces；
－．．．etc．
My work has gone through four important phases ： studying the field of accessibility for the visually impaired an defining needs，specifying and designing abstract data types， implementing libraries and objects and finally realising a solid documentation targeted to the developers．

The general purpose is to make specific developments as classic as possible，by making IDE as generic as possible ［10］．The final aim is to take an IDE，to design a specific or a dual interface as easily as adding windows and buttons on a GUI，and to obtain a valid application in a reasonably short time．
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#### Abstract

Head-Related Impulse Responses (HRIRs) are used in signal processing to model the synthesis of spatialized audio which is used in a wide variety of applications, from computer games to aids for the vision impaired. They represent the modification to sound due to the listener's torso, shoulders, head and pinnae, or outer ears. As such, HRIRs are somewhat different for each listener and require expensive specialized equipment for their measurement. Therefore, the development of a method to obtain customized HRIRs without specialized equipment is extremely desirable. In previous research on this topic, Prony's modeling method was used to obtain an appropriate set of time delays and a resonant frequency to approximate measured HRIRs. During several recent experimental attempts to improve on this previous method, a noticeable increase in percent fit was obtained using the SteiglitzMcBride iterative approximation method. In this paper we report on the comparison between these two methods and the statistically significant advantage found in using the SteiglitzMcBride method for the modeling of most HRIRs.


## I. Introduction

Humans have the remarkable ability to determine the location and distance of a sound source. How we are able to do this has been a topic of research for some time now. Some aspects of this topic are well understood while other aspects still elude researchers. For example, it is known that the time difference between the arrival of a sound to each ear provides a strong cue for the localization of the sound source in azimuth, while elevation is primarily determined by the perceived modification of sound that takes place in the pinnae or outer ear [1]. Many modern technologies benefit from generating synthetic sounds that have a simulated source location. Currently there are two approaches to synthetic spatial audio: multi-channel and two-channel approaches. The multi-channel approach consists of physically positioning speakers around the listener (e.g., Dolby 5.1 array). This is an effective solution but impractical for the majority of applications that utilize spatial audio. The two-channel approach is more practical because it can be implemented using digital signal processing (DSP) techniques and delivered to the user through headphones.

One such technique is the use of Head-Related Impulse Responses (HRIRs). HRIRs capture the location-dependent spectral changes that occur due to environmental (walls, chairs, etc.) and anatomical (torso, head, and outer ears or pinnae) factors [1]. This approach requires the availability of an HRIR for each ear and each position (elevation, azimuth) of the sound source. The sound signal is then convolved with the HRIR for each ear, to create a binaural sound (left channel, right channel), which gives the listener the sensation that the sound source is located at a specific point in space (Fig. 1). This ability to emulate spatial audio with only two channels has broadened its uses in several important areas: human/computer interfaces for workstations and wearable computers, sound output for computer games, aids for the vision impaired, virtual reality systems, "eyes-free" displays for pilots and air-traffic controllers, spatial audio for teleconferencing and shared electronic workspaces, and auditory displays of scientific or business data [1].


Fig. 1. Diagram of spherical coordinate system [2]
At present, the HRIRs that are used for the synthesis of spatialized audio are either generic or individual. Generic HRIRs are measured using a manikin head (e.g., M.I.T.'s measurements of a KEMAR Dummy-Head Microphone [3]) or using a limited number of subjects to represent the general population (e.g., the CIPIC Database [4]). Individual HRIRs
require the subject to undergo time consuming measurements with specialized equipment. Furthermore, a trained and experienced technician is necessary to operate the equipment. Unfortunately, access to the equipment necessary to measure HRIRs is limited for the general public. As a consequence, many spatialized audio systems rely on generic HRIRs, although these are known to reduce the fidelity of the spatialization and increase phenomena such as front to back reversals [5]. These reversals occur when a sound simulated in the front hemisphere is actually perceived in a symmetrical position of the back hemisphere, or vice versa.
Previous research by our group has sought to create a model to generate customized HRIRs with only a few simple measurements. The basic model that resulted from previous research comprises a single resonance feeding its output to a set of parallel paths, each with a magnification and a delay factor, which could be obtained from measurements of the head and pinnae and the use of Prony's method (Fig. 2) [5][6]. Prony's method is an algorithm for finding the coefficients for an IIR filter with a prescribed time domain impulse response. The algorithm implemented is the method described in reference [7].
During recent experimentation on this topic, Prony's method ("Prony") was substituted by the Steiglitz-McBride iteration method ("STMCB"). The STMCB method is similar to Prony in that it also tries to find an IIR filter with a prescribed time domain impulse response. The only difference is that the STMCB method attempts to minimize the squared error between the impulse response and the input signal. A noticeable improvement was observed after the substitution of Prony with STMCB for HRIR modeling. The algorithm for the STMCB method implemented is the method described in reference [8].


Fig. 2. Block diagram of pinna model

## II. Methodology

The following subsections describe the methodology used to compare STMCB and Prony for HRIR modeling.

## A. Best Fit Iteration Algorithm

The purpose of this experiment is to show that there is a statistically significant modeling improvement when STMCB is used for HRIR analysis instead of Prony. In order to do this, a sample population of HRIRs is necessary. Fortunately the CIPIC database, which is a database that contains HRIRs recorded at 44.1 kHz . from 45 subjects for various azimuths and elevations, is available from [1]. This database contains a large number of HRIRs and is impractical to analyze all azimuths and elevations for both ears. Hence, only HRIRs for the right ear at $0^{\circ}$ elevation and 25 different azimuths ranging from $-80^{\circ}$ to $80^{\circ}$ were involved in this comparison.
A Matlab ${ }^{\circledR}$ script was created to iterate through each of the CIPIC HRIRs described above. The script attempts to discover the best fit between a measured HRIR and the HRIR that can be reconstructed by adding the partial $2^{\text {nd }}$ order responses (equivalent to a full path from top to bottom in Fig. 2) extracted from the HRIR using both Prony and STMCB. Both of these methods can estimate a full signal with a smaller segment of the original signal. Furthermore, considering that the original HRIR is believed to consist of a primary resonance and at least two delayed echoes [5], processing the entire HRIR with Prony or STMCB at once would result in a large approximation error sequence, as defined in equation (1). Therefore, data "windows" of increasing sizes have to be tried iteratively, to define each of the $2^{\text {nd }}$ order "echoes" that make up the HRIR, as indicated in Fig. 3. The sizes of the windows to use are determined by iteration, subject to the constraints found in previous work in this area [5]: The first window is at least 5 samples which results in windowl in Fig. 3 starting at 5. Additionally, the windows are not allowed to grow wider than 10 samples.
In this comparison study, the reconstructed HRIRs will only consist of three $2^{\text {nd }}$ order responses that are obtained from Prony or STMCB. These are the "primary" response and two delayed responses, referred to as "echoes." While there may be other late components in the HRIRs, such as the third echo recovered in [5], it is clear that these first three components contain most of the power in the HRIR and were selected as the basis of comparison to keep the number of iterations manageable. Once the primary response and echoes are determined, the reconstructed HRIR is created by adding the extracted responses at the determined delays and comparing the resulting sequence to the original HRIR, in terms of mean square (MS) value:

$$
\begin{gather*}
\text { Error }=\text { Original HRIR }- \text { Reconstructed HRIR, }  \tag{1}\\
\text { Fit }=[1-\{\text { MS(Error) } / \text { MS(Original HRIR })\}] . \tag{2}
\end{gather*}
$$

The percentage fit ("fit") between the original HRIR and the reconstructed HRIR was calculated for every subject and every azimuth, and used as the figure of merit to compare the performance of STMCB and Prony for this modeling task.


Fig. 3. Flow chart for the iterative process that determines best fit.

## B. Statistical Analysis Algorithm

Additional Matlab® scripts were created to statistically analyze the results of the previous section. Matched- $t$ tests were utilized in order to determine statistical significance of performance differences observed when the modeling task used Prony or STMCB, for each given source azimuth. The fit obtained through STMCB was subtracted from the fit obtained through Prony, for each azimuth. The 45 differences for one azimuth form a single sample and there were 25 samples (i.e., 25 azimuths) in total.
To assess whether the STMCB significantly improved the fit percentage, the following hypotheses were tested:

$$
\begin{align*}
& \mathrm{H}_{0}: \mu=0 .  \tag{3}\\
& \mathrm{H}_{\mathrm{a}}: \mu>0 . \tag{4}
\end{align*}
$$

Here $\mu$ is the mean improvement that would be achieved by using STMCB over Prony in the modeling process. The null hypothesis says that no improvement occurs, and $\mathrm{H}_{\mathrm{a}}$ says that the fit from STMCB is higher on average.

In this case, the one-sample $t$ statistic is:

$$
\begin{equation*}
t=\frac{\bar{x}-0}{s / \sqrt{n}}, \tag{5}
\end{equation*}
$$

were $\bar{x}$ is the sample mean, $s$ is the standard deviation and $n$ is the sample size.
The results of the significance test will determine if STMCB outperformed the Prony method for HRIR analysis. Unfortunately, the size of the improvement cannot be determined from these results. A statistically significant but very small improvement would not be sufficient to claim that STMCB is a superior method. A confidence interval is used to remedy this problem. The confidence interval will display how much STMCB improved over Prony with a margin of error:

$$
\begin{equation*}
\bar{x} \pm t * \frac{s}{\sqrt{n}} . \tag{6}
\end{equation*}
$$

The procedure followed and a complete example implementation is available in [9].
III. Results And Disscusion

The following section will overview and discuss the results obtained. Table 1 displays the mean fits for both STMCB and Prony. The "Gain" column is calculated by subtracting the Prony column from the STMCB column. For example, at azimuth $-80^{\circ}$ the fit improved from $81.20 \%$ (with Prony) to $87.57 \%$ (with STMCB), which results in a $6.36 \%$ gain.

TABLE 1

| Azimuth ( ${ }^{\circ}$ ) | Prony | STMCB | Gain |
| :---: | :---: | :---: | :---: |
| -80 | 81.20\% | 87.57\% | 6.36\% |
| -65 | 75.80\% | 80.86\% | 5.05\% |
| -55 | 70.83\% | 77.97\% | 7.14\% |
| -45 | 69.42\% | 76.04\% | 6.61\% |
| -40 | 68.17\% | 75.05\% | 6.88\% |
| -35 | 70.15\% | 76.61\% | 6.45\% |
| -30 | 68.09\% | 73.50\% | 5.41\% |
| -25 | 68.48\% | 73.53\% | 5.05\% |
| -20 | 69.35\% | 73.82\% | 4.46\% |
| -15 | 66.90\% | 71.48\% | 4.58\% |
| -10 | 65.72\% | 70.49\% | 4.77\% |
| -5 | 61.78\% | 68.48\% | 6.70\% |
| 0 | 61.20\% | 66.52\% | 5.33\% |
| 5 | 59.98\% | 65.87\% | 5.89\% |
| 10 | 58.79\% | 63.22\% | 4.43\% |
| 15 | 60.21\% | 63.49\% | 3.28\% |
| 20 | 60.07\% | 62.08\% | 2.01\% |
| 25 | 60.18\% | 66.71\% | 6.53\% |
| 30 | 63.31\% | 66.96\% | 3.65\% |
| 35 | 63.04\% | 72.46\% | 9.42\% |
| 40 | 68.84\% | 75.00\% | 6.15\% |
| 45 | 67.71\% | 75.92\% | 8.21\% |
| 55 | 74.76\% | 82.13\% | 7.38\% |
| 65 | 77.05\% | 85.49\% | 8.44\% |
| 80 | 82.73\% | 88.66\% | 5.93\% |

To investigate the statistical significance of this apparent improvement achieved by using STMCB, the fit values associated with the HRIRs from each of the azimuth values studied were processed with the "ttest" command in Matlab $®$. This command performs a $t$-test of the hypothesis that the data submitted to it (in this case, the fit differences between STMCB and Prony) comes from a distribution with a prespecified mean (in this case 0 ). The command provides the values of the $t$-statistic, as well as the associated $p$-value, i.e., the probability that the value of the $t$-statistic is equal to or more extreme than the observed value by chance, under the null hypothesis (mean difference $=0$ ). Additionally, the command provides both limits (CI1 and CI2) of a $95 \%$ confidence interval on the mean [10]. Table 2 summarizes the p -value and t -statistic results, for each population of fit differences, by azimuth. The second column of this table ("Null Hypothesis") displays a flag that summarizes the result of the test, in terms of significance. If the flag is " 0 ", it means that the null hypothesis cannot be rejected in those cases, since the difference is not significant ( $p>0.05$ ). If the flag is " 1 ", it means that null hypothesis is rejected, with $\mathrm{p}<0.05$, i.e., for these azimuths the use of STMCB resulted in a significant improvement over the use of Prony.

TABLE 2
Results Of Matched $t$ Pair Procedure

| Azimuth ( ${ }^{\circ}$ ) | Null Hypothesis | p | t |
| :---: | :---: | :---: | :---: |
| -80 | 1 | $9.356 \mathrm{E}-11$ | $8.445 \mathrm{E}+00$ |
| -65 | 1 | $9.716 \mathrm{E}-03$ | $2.704 \mathrm{E}+00$ |
| -55 | 1 | $1.092 \mathrm{E}-03$ | $3.496 \mathrm{E}+00$ |
| -45 | 1 | $3.337 \mathrm{E}-06$ | $5.319 \mathrm{E}+00$ |
| -40 | 1 | $4.020 \mathrm{E}-09$ | $7.311 \mathrm{E}+00$ |
| -35 | 1 | $2.176 \mathrm{E}-11$ | $8.895 \mathrm{E}+00$ |
| -30 | 1 | $7.245 \mathrm{E}-06$ | $5.086 \mathrm{E}+00$ |
| -25 | 1 | $3.127 \mathrm{E}-06$ | $5.339 \mathrm{E}+00$ |
| -20 | 1 | $2.527 \mathrm{E}-04$ | $3.982 \mathrm{E}+00$ |
| -15 | 1 | $2.440 \mathrm{E}-04$ | $3.993 \mathrm{E}+00$ |
| -10 | 1 | $3.970 \mathrm{E}-05$ | $4.567 \mathrm{E}+00$ |
| -5 | 1 | $5.826 \mathrm{E}-06$ | $5.152 \mathrm{E}+00$ |
| 0 | 1 | $7.957 \mathrm{E}-04$ | $3.603 \mathrm{E}+00$ |
| 5 | 1 | $2.299 \mathrm{E}-04$ | $4.013 \mathrm{E}+00$ |
| 10 | 0 | $5.191 \mathrm{E}-02$ | $1.998 \mathrm{E}+00$ |
| 15 | 0 | $1.717 \mathrm{E}-01$ | $1.390 \mathrm{E}+00$ |
| 20 | 0 | $3.411 \mathrm{E}-01$ | $9.624 \mathrm{E}-01$ |
| 25 | 1 | $7.808 \mathrm{E}-04$ | $3.610 \mathrm{E}+00$ |
| 30 | 1 | $2.388 \mathrm{E}-02$ | $2.340 \mathrm{E}+00$ |
| 35 | 1 | $2.726 \mathrm{E}-07$ | $6.063 \mathrm{E}+00$ |
| 40 | 1 | $7.363 \mathrm{E}-05$ | $4.375 \mathrm{E}+00$ |
| 45 | 1 | $4.562 \mathrm{E}-08$ | $6.591 \mathrm{E}+00$ |
| 55 | 1 | $4.130 \mathrm{E}-10$ | $7.993 \mathrm{E}+00$ |
| 65 | 1 | $8.665 \mathrm{E}-09$ | $7.082 \mathrm{E}+00$ |
| 80 | 1 | $9.702 \mathrm{E}-06$ | $4.998 \mathrm{E}+00$ |

As seen in Table 2, the improvement in percent fit with the use of STMCB is significant for many of the azimuths studied. In fact there were only 3 azimuths in which that was not the case: $10^{\circ}, 15^{\circ}$ and $20^{\circ}$. For these azimuths the null hypothesis cannot be rejected, which says that no statistically significant improvement in performance has occurred. However, the vast majority of the results support the view that the use of the Steiglitz-McBride approximation methods within the iterative process outlined in Figure 3 results in improved performance, as opposed to the use of the traditional Prony method [10].

From a different point of view, a statistically significant but very small improvement could be insufficient to prefer the use of an iterative method, such as STMCB, over a single-pass method, such as the traditional Prony algorithm. To illuminate this point, Table 3 displays the improvement of fit observed for each studied azimuth in terms not only of the mean improvement, but also indicating its standard deviation, and, most importantly a $95 \%$ confidence interval ([CI1, CI2]) for this improvement.

TABLE 3
Confidence Interval and Standard Deviation Of Results

| Azimuth ( ${ }^{\circ}$ ) | CI 2 | CI 1 | Mean | SD |
| :---: | :---: | :---: | :---: | :---: |
| -80 | 4.845\% | 7.882\% | 6.363\% | $5.055 \mathrm{E}-02$ |
| -65 | 1.287\% | 8.822\% | 5.054\% | $1.254 \mathrm{E}-01$ |
| -55 | 3.025\% | 11.259\% | 7.142\% | $1.371 \mathrm{E}-01$ |
| -45 | 4.107\% | 9.117\% | 6.612\% | $8.338 \mathrm{E}-02$ |
| -40 | 4.984\% | 8.778\% | 6.881\% | $6.314 \mathrm{E}-02$ |
| -35 | 4.990\% | 7.914\% | 6.452\% | $4.866 \mathrm{E}-02$ |
| -30 | 3.265\% | 7.550\% | 5.408\% | $7.132 \mathrm{E}-02$ |
| -25 | 3.142\% | 6.952\% | 5.047\% | $6.341 \mathrm{E}-02$ |
| -20 | 2.204\% | 6.721\% | 4.463\% | $7.518 \mathrm{E}-02$ |
| -15 | 2.268\% | 6.889\% | 4.578\% | $7.691 \mathrm{E}-02$ |
| -10 | 2.662\% | 6.868\% | 4.765\% | $6.999 \mathrm{E}-02$ |
| -5 | 4.080\% | 9.323\% | 6.702\% | $8.726 \mathrm{E}-02$ |
| 0 | 2.347\% | 8.303\% | 5.325\% | $9.914 \mathrm{E}-02$ |
| 5 | 2.929\% | 8.841\% | 5.885\% | $9.839 \mathrm{E}-02$ |
| 10 | -0.038\% | 8.892\% | 4.427\% | $1.486 \mathrm{E}-01$ |
| 15 | -1.476\% | 8.028\% | 3.276\% | $1.582 \mathrm{E}-01$ |
| 20 | -2.201\% | 6.225\% | 2.012\% | $1.402 \mathrm{E}-01$ |
| 25 | 2.885\% | 10.180\% | 6.533\% | $1.214 \mathrm{E}-01$ |
| 30 | 0.507\% | 6.797\% | 3.652\% | $1.047 \mathrm{E}-01$ |
| 35 | 6.289\% | 12.552\% | 9.421\% | $1.042 \mathrm{E}-01$ |
| 40 | 3.318\% | 8.988\% | 6.153\% | $9.435 \mathrm{E}-02$ |
| 45 | 5.699\% | 10.720\% | 8.210\% | $8.356 \mathrm{E}-02$ |
| 55 | 5.516\% | 9.236\% | 7.376\% | $6.191 \mathrm{E}-02$ |
| 65 | 6.038\% | 10.842\% | 8.440\% | $7.994 \mathrm{E}-02$ |
| 80 | 3.538\% | 8.320\% | 5.929\% | $7.957 \mathrm{E}-02$ |

In order to verify the validity of the percentages of fit found by the automated script employed for the comparison, a few individual modeling results were inspected. Two of these individual results are used for illustration. Figure 4 shows one original (measured) HRIR sequence (subject $24,35^{\circ}$ azimuth) in the top panel, as well as the reconstructed HRIRs obtained through STMCB (middle panel) and Prony (bottom panel). This figure confirms that the main morphology of the measured HRIR sequence has been preserved when the three $2^{\text {nd }}$ order responses found by either STMCB or Prony were assembled together. This is in agreement with the high numerical values found by our comparison script in this case (approximately $94 \%$ for both STMCB and Prony). These results, in turn, confirm that the limitation to the modeling of just two "echoes" was not too restrictive.

In contrast, Figure 5 displays the results of approximating a different measured HRIR (subject 27, $20^{\circ}$ azimuth). The original and reconstructed HRIR sequences appear in the same order as for Figure 4: original at the top, STMCB reconstruction in the middle, and Prony reconstruction at the bottom.


Fig. 4. Plot of the original and reconstructed HRIRs for subject 24 at $35^{\circ}$ azimuth.


Fig. 5. Plot of the original and reconstructed HRIRs for subject 27 at $20^{\circ}$ azimuth.

The fit for this particular case was about $28 \%$, for both methods. As seen in the figure, the reconstructed HRIRs do not resemble the original. It would seem that both methods were able to approximate the second positive "peak" in the HRIR, appearing at a latency of about 12 sampling intervals. On the other hand, it is apparent that both STMCB and Prony minimized the error in the approximation of the first positive peak and the negative peak that immediately follows it by substituting both with a data segment that hovers around zero, which is clearly inappropriate. It is possible that the separation of these two echoes in HRIRs such as this might be very small, particularly considering the limited temporal resolution afforded by the 44.1 kHz sampling rate employed in the development of the CIPIC Database, as compared to the 96 kHz sampling rate used in other previous studies that have attempted this kind of HRIR decomposition [5][6]. However, further research is needed to ultimately pinpoint the reasons for the degradation of this technique for some azimuth values.
IV. CONCLUSION

We have implemented a semi-automated comparison of the modeling of measured HRIRs as triads of $2^{\text {nd }}$ order responses. The extraction of these responses was achieved by the Stieglitz-McBride and Prony sequence approximation methods. The fit of reconstructed HRIRs obtained by reassembling the $2^{\text {nd }}$ order responses extracted to the original measured HRIRs was used as the figure of merit to compare the advantage of using one approximation method over the other. According to the analysis of our results, it has been shown that there is a statistically significant increase in percent fit when STMCB is used rather then Prony for the modeling of most of the HRIRs studied. On the other hand, while the STMCB decomposition of HRIRs at $10^{\circ}, 15^{\circ}$ and $20^{\circ}$ had also a better average fit than the corresponding Prony decomposition, the statistical significance of the superiority of STMCB at these three azimuths was not confirmed.
Since STMCB was significantly better than Prony for most of the azimuth angles studied, and it still had a better average fit for the three exception cases, it seems reasonable to recommend the use of STMCB signal approximation methods for HRIR modeling.
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# Reversers - A programming language construct for reversing out of code 

Raphael Finkel<br>Department of Computer Science<br>University of Kentucky<br>raphael@cs.uky.edu


#### Abstract

This paper proposes a new programming language construct called a reverser for situations in which a subroutine performs actions that it must reverse if it encounters a failure. The reversal code stacks up as more actions are performed. A failure invokes all the reversals in LIFO order; success invokes none of them. The reverser construct avoids a common situation in the Linux source code that is currently programmed by goto statements.


## I. THE PROBLEM

The Linux source code has a surprisingly large number of goto statements [1]. In the past, Linux used goto extensively in an effort to keep the code for the more likely branch of a conditional in line; these usages have been superseded by the likely and unlikely macros (which become compiler directives). The remaining uses of goto mostly handle cases in which an error is discovered and a subroutine must exit without fulfilling its purpose, but it must first reverse actions that it has taken. These actions are often memory allocations, which must be reversed by a memory release, and counter increments, which must be reversed by counter decrements. The code snippet in Figure 1 shows an excerpt of the Linux code for the subroutine copy_process().

The invocation of dup_task_struct () in line 5 might fail, in which case the routine should return a failure code. If it succeeds, though, it has begun to "dig a pit", having created a task structure that needs to be destroyed if copy_process () fails later. In particular, the check tooMany_Threads () in line 12 might succeed, in which case the code jumps to "reversal" code at the end. The deeper the pit, the more reversal code the program needs to execute. The Linux style is to place labels for reversal code at the end of routines that dig pits and to jump to the appropriate label upon failure. Each reversal falls through to ones pertaining to earlier actions.
This use of goto statements follows a pattern, which gives us hope that we can replace it by a more structured statement, in keeping with the continuing effort started by Dijkstra in 1968 [2].
*This work was partially supported by the National Science Foundation under Grant IIS-0325063. Any opinions, findings, conclusions or recommendations expressed in this material are those of the author and do not necessarily reflect the views of the funding agency.

```
// simplified from kernel/fork.c
task_t *copy_process() {
    if (paramsLookWrong())
            return ERR_PTR(-EINVAL);
    retval = -ENOMEM;
    p = dup_task_struct(current);
    if (!p) goto fork_out;
    retval = -EAGAIN;
    if (someLimitReached())
            goto bad_fork_free;
    atomic_inc(&p->user->__count);
    atomic_inc(&p->user->processes);
    get_group_info(p->group_info);
    if (tooManyThreads())
            goto bad_fork_cleanup_count;
    if (!try_module_get())
                goto bad_fork_cleanup_count;
    return p;
bad_fork_cleanup_count:
    put_group_info(p->group_info);
    atomic_dec(&p->user->processes);
    free_uid(p->user);
bad_fork_free:
    free_task(p);
fork_out:
    return retval;
}
    Fig. 1. Extract of Linux code for copy_process()
task_t *copy_process() {
    reverser return ERR_PTR(retval);
    retval = -EINVAL;
    if (paramsLookWrong()) punt;
    retval = -ENOMEM;
    p = dup_task_struct(current);
    if (!p) punt;
    reverser free_task(p);
    retval = -EAGAIN;
    if (someLimitReached()) punt;
    atomic_inc(&p->user->__count);
    reverser free_uid(p->user);
    atomic_inc(&p->user->processes);
    reverser atomic_dec
                (&p->user->processes);
    get_group_info(p->group_info);
    reverser put_group_info
                (p->group_info);
    if (tooManyThreads()) punt;
    if (!try_module_get()) punt;
        return p;
}
Fig. 2. Modified Linux code for copy_process()
```

As we do so, we want to associate each reversible activity with its reversal code, so the code becomes more readable, more maintainable, and more likely to be correct.
We also want to preserve two good properties of the current pattern: It places infrequently executed code out of line (the Linux community values this optimization), and it emits each reversal only once, to avoid bloating code space.

## II. THE SOLUTION

We suggest two new keywords, reverser and punt. We use reverser to register code that must be executed to reverse an action that has just succeeded. We use punt to indicate that a failure has occurred; it executes all the reversers that have been registered and exits the subroutine. Figure 2 recasts copy_process () with these keywords.
Figure 2 has no goto statements. The first reverser (line 2) gives the default return statement in case of a failure. Without that reverser, the default action would be simply to return, which does not satisfy the procedure signature. The punt statement in line 4 replaces a simple return statement in Figure 1 , but it makes all the error cases follow a regular pattern. The first reversible action is duplicating the task structure (line 6), with its associated reverser in line 8 . Each of lines 11,13 , and 15 is reversible. None of them can fail. The original code of Figure 1 considers them as a single action, with a single reversal method at bad_fork_cleanup_count (Figure 1, line 16). We have chosen to explicitly show the reverser for each of these three statements in order to clarify how each reverser correlates with its statement. As we introduce explicit reversers, we notice a coding anomaly in line 12: The reverser is not what we expect, a call to atomic_dec (), but rather a call to free_uid(). Careful scrutiny of Figure 1 might also notice the anomaly, but in the original code of Linux (version 2.6.11.11), 242 lines of code separate the call to atomic_inc () and the reversal call to free_uid() ${ }^{1}$.

## III. DISCUSSION

Although the reverser and punt constructs appear straightforward, we must deal with several complexities.

## A. Static versus dynamic semantics

We need to define the semantics of reverser and punt carefully. The most straightforward interpretation is static: The keyword reverser is syntactic sugar for a sequence of labeled statements at the end of the subroutine, and the keyword punt is syntactic sugar for a goto into that sequence. This interpretation meets all our goals: It replaces goto statements, it keeps infrequently executed code out of line, and it emits each reversal only once.
Furthermore, the static interpretation is easy to implement.

[^7]```
int getSomething() \{
    reverser return -1;
    if (!getResource1()) punt;
    reverser putResource1();
    lock();
    if (!getResource2()) \{
        unlock();
        punt;
    \}
    reverser putResource2();
    unlock();
    if (!getResource3()) punt;
    reverser putResource3();
    return (0);
\}
```

Fig. 3. Releasing a lock
One can easily build a script that converts reverser and punt to the necessary goto and labeled statements. Similarly, a compiler could easily generate code for the static interpretation. There is no runtime cost associated with reverser, and the cost of punt is a single jump, followed by executing all the reversal code.

On the other hand, reversible actions within loops and conditionals argue for a dynamic interpretation: Each execution of reverser pushes another piece of code onto a stack, and an execution of punt executes the code on that stack. A loop or a conditional can dig a pit of depth unpredictable at compile time, but the runtime execution of punt reverses whatever actions have actually occurred. Conditional cases are quite common in the Linux kernel; one such actually occurs in copy_process(). The Linux reversal code repeats the conditional. Iterative cases also occur in the Linux kernel, although they are rare; the Linux reversal code then also contains a loop.
Implementation of a dynamic interpretation requires a runtime data structure that records the current stack of reversal code Executing reverser has a small cost: pushing the address of the reversal code onto that stack. Executing punt requires looping across each reverser on the stack, with at least one jump to the reverser and one jump back to the loop. The runtime environment must allocate a reversal stack for each activation record of a subroutine that uses reversers. Placing the reversal stack at the end of the activation record makes this allocation inexpensive, but it might collide with other requirements, such as space for dynamically allocated temporaries.

## B. Scope issues and exceptions

The scope of reverser and punt is the subroutine in which they are placed. The compiler (and runtime, for the dynamic interpretation) can forget all knowledge of the reverser stack at the end of the procedure.
Unlike exceptions, we do not want punt to implicitly pass failure to the calling subroutine. The purpose of reverser and punt is not to propagate failures, but rather to reverse actions
cleanly. A programming language that includes exceptions might also profit from reversers; raising an exception would implicitly also invoke all the reversers. But then we need to associate reversers with a finer scope than the whole subroutine, because exception scopes (try-catch blocks in $\mathrm{C}++$ ) are smaller than full subroutines.
Dealing with the interplay between reversers and exceptions might be fertile ground for further research.

## C. Pure stack order?

Situations arise that might be coded by introducing temporary reversers and removing them in a non-stack order. Consider the example of Figure 3. The program acquires resource 2 (line 6) while holding a lock (line 5). Any punt while the lock is held, such as at line 8 , must also release the lock. On the other hand, the punt following line 11 must not release the lock, so we must not introduce an ordinary reverser that releases the lock.

We need to violate the stack order of reversers. A temporary reverser that releases the lock needs to be in force before the program acquires resource 2, but that reverser must stop being in force after line 11. We might suggest the code in Figure 4. The climb statement in line 9 invokes the reverser it names (here, unlocker) and removes it from the stack of reversers.
Implementing climb under the static interpretation is intricate. The fall-through behavior of the stack of reversers changes dynamically based on whether the temporary reverser is currently in force. The compiler must introduce a conditional at the end of the next reverser, either to fall through to the temporary reverser or to jump around it. Under the dynamic interpretation, climb is easier to implement: It excises one entry from the middle of a runtime stack.

## D. Unexpected change in expression values

The body of the reverser construct is an arbitrary statement, which may refer to arbitrary variables. These variables might have different values between the time the reverser is stacked and the time a punt statement invokes it. For example, line 8 of Figure 2 refers to variable p. The programmer must be careful not to modify the value of $p$ from this point forward in the subroutine; otherwise, the reversal code misbehaves. This warning applies to the original code as well, of course. It is not

```
int getSomething() {
    reverser return -1;
    if (!getResource1()) punt;
    reverser putResource1();
    lock();
    reverser "unlocker" unlock();
    if (!getResource2()) punt;
    reverser putResource2();
    climb unlocker;
    if (!getResource3()) punt;
    reverser putResource3();
    return(0);
}
in general possible for a compiler to determine that a statement at some point after reverser modifies a value that the reversal code needs. However, a compiler might be able to present warnings in simple cases. For example, it might flag changes to variable p and to p ->user, although it would not be able to flag changes to \(t->\) user->__count where \(t\) has the same value as \(p\).

\section*{E. The default reverser}

One of the goals of the reverser and punt mechanism is to cleanly exit the subroutine. A clean exit means returning a value of the type specified in the subroutine's signature. One way to ensure such a value is to require that the first reverser in the subroutine must end with a return statement. A compiler can verify this condition in the same way it verifies that the subroutine as a whole ends with a return statement. This suggestion requires no additional syntax. Good programming practice might suggest that the first reverser be nothing but such a return statement.

\section*{F. More comprehensive syntax}

One helpful feature of the general C for loop is that the header specifies all the details up front: the initialization, the test for remaining in the loop, and the modification to control variables between iterations. Similarly, we might like our syntax to show a closer connection between an action and its reverser. Between those components, however, the program often needs to verify that the action has in fact succeeded. As we see in Figure 1, many reversible actions can themselves fail. An extended syntax that combines all these components needs to have a slot for the action, for the test for success (along with an exit path upon failure), and the reverser. We now rewrite Figure 1 using such a threefold syntax, as shown in Figure 5.

The new action keyword introduces a reversible action. It has an optional punt if clause, showing the exit path on failure, and an associated reverser clause. The default reverser (line 2) does not have either the action or the punt if clause. The syntax must also allow more complex punt methods that perform some local fixup, such as releasing locks, before invoking punt.
This syntax flags reversible actions so the compiler can enforce a rule that all reversible actions must be associated with a reverser. Other than this rule, the syntax adds nothing new.

\section*{G. Conditional compilation}

One advantage of the reverser and punt syntax is that conditional compilation can simultaneously surround both an action and its reverser. If the condition is not met, then the compiler generates code for neither part. In the absence of reversers, the programmer needs to replicate the conditional tests, leading to error-prone and less readable code.

\section*{IV. RECOMMENDATIONS}

Is a new language construct needed?
```

task_t *copy_process() {
reverser return ERR_PTR(retval);
retval = -EINVAL;
if (paramsLookWrong()) punt;
retval = -ENOMEM;
action p =
dup_task_struct(current);
punt if (!p);
reverser free_task(p);
retval = -EAGAIN;
if (someLimitReached()) punt;
action atomic_inc
(\&p->user->__count);
reverser free_uid(p->user);
action atomic_inc
(\&p->user->processes);
reverser atomic_dec
(\&p->user->processes);
action get_group_info
(p->group_info);
reverser put_group_info
(p->group_info);
if (tooManyThreads()) punt;
if (!try_module_get()) punt;
return p;
}

```

Fig. 5. Alternative modified Linux code for copy_process()
The Linux kernel uses goto extensively, mostly to encode failure handling. (The other principal use is retrying.) In many cases, the code only needs a default reverser. However, it is quite common to need multiple reversers within a single subroutine. The copy_process () case is extreme, with 19 separate reversers. In most cases, converting existing code to using reversers is straightforward. Some cases (such as copy_mm ()) require some thought.
On the other hand, situations requiring reversers are rare in general practice. It is not wise to clutter a programming language with features that are unlikely to see wide use. As Tony Hoare put it, "You include only those features which you know to be needed for every single application of the language." [3]

There are alternatives to placing this facility in the compiler. One might imagine that a simple set of preprocessor macros would suffice to handle the static interpretation. Unfortunately, the C preprocessor is apparently insufficient, because it cannot construct the stack of reversers. Instead, one might use a script. A 70-line Perl [4] script, available at http://www.cs.uky.edu/~raphael/fixup.pl, does a fairly good job of translating these constructs into native C. A script that has a less rudimentary parser would do far better.
Another alternative is to consider code reversal a "crosscutting concern" in the terminology of Aspect-Oriented Programming (AOP) [5]. The techniques currently available for AOP, such as those of AspectJ [6], involve weaving optional advice code into target code at well-defined places. Unfortunately, these techniques don't fit our need. First, reversal code is not
optional \({ }^{2}\). Second, each reverser is special-purpose, tuned to the activity it needs to reverse. Even though reversal cuts across many routines, the exact method of reversal is particular to each reversible action. One cannot invoke a generic reverser. Third, languages like AspectJ do not insert inline code; they insert procedure calls. They are therefore unable to insert jumps and returns, which our reversal code needs. Still, AOP might eventually be able to capture code reversal.

My recommendation is to take a first step and gain experience with reversers. That first step is to use a language-specific preprocessor that converts reverser and punt to the code dictated by the static interpretation. I would avoid the climb construct; it looks error-prone and it makes the static implementation much harder to implement. I expect that reversers will be a welcome programming technique in the realm of system programming but will find few applications elsewhere. They will most likely never find a place in general-purpose programming languages.
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\footnotetext{
\({ }^{2}\) Some in the AOP community believe that advice code should add new capability to legacy code; the advice code is therefore optional. Others say that advice code, whose purpose is to modularize crosscutting concerns, may be mandatory.
}
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\begin{abstract}
Even though automated hand-written character recognition can be highly accurate, most of these systems are unable to apply context to improve results, unlike human readers. This paper describes an approach to automated hand-written character recognition that seeks explicit features amongst the input data, and applies layered abduction to derive an explanation to account for the input in terms of English characters. Layered abduction is used because it can provide top-down guidance to improve accuracy. Such an approach has been taken here resulting in more than \(96 \%\) accuracy for hand-written printed character recognition in a limited domain.
\end{abstract}

\section*{I. Introduction}

Automated optical character recognition dates back to the 1960s and has been applied to numerous fields, notably postal mail sorting [1]. When the characters are handwritten, performance often degrades. Modern approaches to solving optical character recognition revolve around neural networks, stochastic approaches, genetic algorithms, and search-based Artificial Intelligence approaches [2, 3, 4, 5, 6]. For instance, automated character recognition used in flat-bed scanners apply trained neural networks to perform the recognition task, and can achieve impressive (accurate) results when the text being scanned is computer-generated. However, hand-written character recognition often results in errors even when the hand-writing is clear (typical performance for printed handwriting is \(80-90 \%\) accuracy with some results being as high as \(97-99.8 \%\) ) [7]. Human readers will often bring context into consideration when deciphering hand-writing and thereby have additional knowledge to use to improve accuracy.

Unlike trained perceptrons or neural networks which, once training is over, are unable to apply other knowledge sources, a feature-based pattern matching approach can bring in variety of knowledge sources. Through the use of layered abduction, a problem solver can apply knowledge in a bottomup fashion (that is, analyze data and infer characters) but also top-down knowledge (once some of the characters have been recognized, these can be used as "clues" to further identification). Thus, context can be applied. A layered
abduction approach is being researched and has thus far achieved over a \(96 \%\) recognition accuracy for hand-written printed character recognition in a limited domain.

This paper describes this approach, and is laid out as follows. First, a brief introduction to layered abduction is offered, including a discussion of the use of top-down guidance. Next, the CHREC (CHaracter RECognizer) system is introduced. This system uses layered abduction to perform printed hand-written character recognition and uses both bottom-up and top-down processing. Some examples and experimental results are offered to provide an indication of the performance of this approach. Finally, conclusions and future work are mentioned. It should be noted that CHREC is currently under construction and there is a good deal of more work planned.

\section*{II. Layered Abduction}

Abduction is defined as "inference to the best explanation," a task of generating an explanation to account for the appearance of a given set of findings or data [8]. Within the context of handwritten character recognition, the task is one of hypothesizing the characters/symbols/words responsible for the features found in scanned bitmaps and attempting to find the best collection of characters to explain these features. Abduction has previously been applied to a wide range of interpretation problems including speech recognition [9], diagnosis [10, 11, 12], medical test interpretation [13], story understanding [14], natural language understanding \([9,15]\), theory formation and legal reasoning [16].

One specific strategy for abduction, discussed in [8] and applied in numerous prior systems, attempts to form an explanatory hypothesis through a process of hypothesis generation and instantiation of elementary hypotheses, followed by assembling a subset of these hypotheses into the best possible coherent explanation. Hypothesis generation comprises a search through some source of domain hypotheses; each elementary hypothesis being able to explain some of the given findings (symptoms, data, perceptions, signals, etc). Instantiation comprises evaluating each generated hypothesis in terms of its utility toward the given
data (how likely is the hypothesis? what can it explain from the data? does it have any form of interaction with other hypotheses such as mutual exclusiveness or expectations that might lead one to believe that if one hypothesis is true, the other might be true?) Hypothesis assembly selects data to explain and seeks the best available hypothesis to explain it. Explained data are removed from consideration and the selected hypothesis is then built upon by considering whether this hypothesis has expectations or incompatibilities with other hypotheses. Thus, the assembly algorithm forms "islands of certainty" from which the explanation can "grow." The process of assembly continues until all of the data are explained, or there are no more plausible hypotheses left to continue building the explanation.

The term "best," as used in the definition for abduction, is subjective but includes factors such as parsimony (i.e. no superfluous parts), consistency, completeness (in terms of explanatory coverage), terseness, and high likelihood (plausibility). Under good conditions, hypothesis assembly will terminate with a complete explanation for all the findings. Under less favorable conditions, hypothesis assembly will terminate with a partial explanation, explaining as much as can be plausibly explained consistent within any constraints.

Figure 1 illustrates an abstract abduction problem. A collection of explanatory hypotheses \(\{\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3, \mathrm{H} 4, \mathrm{H} 5\), H6\} have been generated to explain a collection of data \{D1, D2, D3, D4, D5\}. The lines between hypotheses and data indicate what data each hypothesis can explain. The dotted line between hypotheses H1 and H4 indicate incompatibility (if one hypothesis is used as part of the explanation, the other cannot be used). The numbers above each hypothesis indicate the individually assessed likelihoods (on a scale of 0 to 1 ).

The assembly process generates an explanation that can account for all of the data (or as many as possible). The assembly process is one of composing the best subset of hypotheses, focusing one what each hypothesis can explain and how plausible that hypothesis is. From figure 1, a complete explanation is the set \(\{\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3\}\). The explanation \(\{\mathrm{H} 1, \mathrm{H} 4\}\) will not work because H 1 and H 4 are incompatible hypotheses. An alternative explanation is \(\{\mathrm{H} 1\),


Figure 1: Explanatory Hypotheses

H5\} which is simpler than \(\{\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3\}\) but not as plausible since H 5 was more poorly evaluated than H 2 and H3. By using the explanatory power of the individual hypotheses, knowledge of incompatibilities and expectations (absent in this example), and the individual hypothesis likelihoods, the explanation \(\{\mathrm{H} 4, \mathrm{H} 6\}\) might be deemed the best (simplest complete explanation with the highest overall rating). As the reader might infer from this brief example, the assembly task becomes intractable if one attempts to generate all possible explanations. The strategy used here takes shortcuts to ensure tractability (see [8] for details).

For some perceptual and perception-like interpretation problems, a layered approach is taken where hypotheses accepted at one level of description become data to be explained at a higher level of description. This cascaded inference process allows for an explanation to be generated using a variety of different knowledge types that are appropriate for the problem. For instance, in a visual recognition task, one might use low-level knowledge to recognize such features as edges and shapes, and then use knowledge of objects to explain those shapes. Once a shape has been identified, expectations regarding that shape can be used to reprocess edge and shape detection in an attempt to explain data that was either unexplained originally or was poorly explained.

The control strategy for layered abduction includes both bottom-up and top-down elements, with top-down processing used to allow accepted hypotheses at a higher level of abstraction to remove ambiguities and generate expectations at lower levels. The ultimate explanation must be at a high enough level of abstraction and be of a proper vocabulary to be useful. The process of layered abduction is one in which (possibly independent) abductive problem solvers generate their explanations to explain previously accepted composite explanations from lower levels as the data to be explained. Cascaded inferences of this type seem to be used in many types of reasoning dealing with perception, diagnosis and natural language understanding where there is a need to abstract types of data into other types (for instance, in natural language understanding, a syntactic parse of a sentence might be explained in terms of semantic roles for each sentence constituent, and in turn the semantic explanation can be used as data to be explained in terms of a pragmatic explanation) [17].

One of the advantages to layered abduction is the ability to employ a variety of hypotheses types. These include "noise" hypotheses, which can signify that a datum is not worth explaining by a higher level hypothesis because the datum itself is noise. This permits a problem solver to distinguish between significant and insignificant data without having to spend much attention on the insignificant data. [18]

\section*{III. The CHREC System}

The layered abduction strategy described above has been used to implement a modest hand-written character recognition system for printed characters. This system currently can recognize the capital letters A-F, the digits \(0-9\) and the \(=\) sign. This will eventually be expanded to include all upper case letters as well as other punctuation symbols. For now, however, the system attempts to properly recognize an equation that specifies a decimal (base 10) number and a hexadecimal (base 16) number. The rationale for this will be explained later.

The CHREC system consists of three primary components, as shown in figure 2. First is the "parser" which takes a bitmap of the scanned input and breaks it into individual regions to be explained. The parser includes a collection of feature detectors. Feature detectors scan the region of the bitmap to identify lines and curves. Some features sought include "diagonal line," "vertical line," and "upward curving open arc." Each feature detector will provide information such as the approximate location of the feature (top, middle, bottom, left, center, right), a slope or acuity for a line or curve respectively, and a rating of how


Figure 2: CHREC Architecture
certain a given feature is, which will aid the character recognizers. Features are the output generated from feature recognizers, and are used as the data to be explained.

The next component is a collection of character recognizers. Each character that can be recognized has a recognizer. A recognizer seeks the presence of certain features and the absence of other features. As an example, the " 7 " detector looks for a roughly horizontal line near the top and a diagonal line from left to right, but no curves or other lines. A character recognizer returns a hypothesis stating the likelihood that the features in the given region can be explained by this character. The likelihood is based on what expected features are found, what expected features not found, and what unexpected features are found.

The final component performs abductive assembly to form the best explanation of the digitized input in terms of a collection of highly evaluated characters. This component once it has formed an explanation, critiques the explanation by making sure that it forms a legal decimal to hexadecimal equation. If the equation is not legal (the left side and right side are not equivalent), then the abducer uses the information regarding the most accurately recognized portions of the explanation as top-down guidance. This permits the abducer to reconsider the explanation and attempt to correct the explanation.

CHREC contains 9 feature detectors, listed in Table 1. These have been fine-tuned through a process of experimentation and seem to work very well for upper-case printed characters. They are robust enough to be able to handle writing from 5 different people and from very neatly written to poorly written characters. These features are applied to each grouping of pixels found, which are anticipated to correspond to a character. In the case that pixels are found that don't form a line or curve or have sufficient width or height, then they are labeled as "noise" to be disregarded by the character recognizers.

There is one character recognizer for each character in the system. Table 2 (at the top of the next page) illustrates the rules for the " \(F\) " character recognizer. In this table, there are several features being sought and some features that should
\begin{tabular}{|c|c|}
\multicolumn{1}{c|}{ TABLE 1: Features } \\
\hline Feature & Descriptor \\
\hline Curve & Angle (line segments \(<170\) degree angle) \\
\hline Line & Angle (line segment \(>160\) degree angle) \\
\hline Width & Large, Medium, Small \\
\hline Height & Large, Medium, Small \\
\hline Slope & Vertical, Horizontal, +/- Diagonal \\
\hline Curve Opening & N, NE, E, SE, S, SW, W, NW \\
\hline Connections & None, Partial, Fully \\
\hline Location & Top, Top Left, Top right, Left, Right, Bottom \\
left, Bottom right
\end{tabular}

TABLE 2: EXAMPLE CHARACTER RECOGNIZER FOR " \(F\) "
\begin{tabular}{|l|l|l|}
\hline Feature & Specification & Present/Absent \\
\hline Line & Vertical, Top Left, Medium & + \\
\hline Line & Vertical, Middle Left, Medium & + \\
\hline Line & Horizontal, Top Left, Small & + \\
\hline Line & Horizontal, Middle Left, Small & + \\
\hline Line & Vertical, Bottom Left, Medium & - \\
\hline \begin{tabular}{l} 
Line or \\
Curve
\end{tabular} & Right & - \\
\hline
\end{tabular}
not appear. Features expected are denoted with \(\mathrm{a}+\) and those not expected are denoted with a -. Based on how many of the expected features are found and how well they match, and how many of the unexpected features are not found, the character recognizer generates a likelihood score (a value between 0 and 1). To recognize an " \(F\) " the character recognizer expects two horizontal lines across the top and middle, one vertical line across the left, which is broken into two separate line segments to make detection easier, and no line on the bottom and nothing (line or curve) on the right.

Some of the recognizers have multiple sets of features. For instance, " 7 " is sometimes written with a horizontal line in the middle. The "Seven Recognizer" has one set of features that includes this second horizontal line and one set that does not. The " 0 " recognizer also has two sets of rule to represent the number without and with a diagonal line going up from left to right. Some effort must go into fine tuning each character recognizer, but this work is straight-forward and can be derived largely by following rules of penmanship. It should be noted that expanding the system to recognize a larger number of characters requires adding more character recognizers but not any additional feature detectors.

Abduction works in CHREC as follows. Features have been identified to be explained. Features are grouped based on their location within the original bitmap (that is, features are divided into what is thought of as the first character, the second character, etc). Pixels that could not be identified as features are annotated as "noise." Next, all of the character recognizers are invoked for each region of features, and a score for every possible character is generated. Now, the abducer selects the best character to explain the features. The best character is the one that accounts for all (or the most) features while having the highest likelihood as generated by its character recognizer.

For initial testing, the CHREC system has been implemented to recognize mathematical equations where one side represents a number in decimal (base 10) and the other represents a number in hexadecimal. In spite of this domain as being impractical (i.e., useless), it was chosen to provide a domain that used both letters and digits, and contained some form of top-down knowledge. A more useful application is planned and will be discussed in the conclusions. In this given domain, 17 characters are represented ( 10 digits, 6 upper case letters, 1 equal sign) whereas typical hand-writing would
consist of 10 digits, 52 upper and lower case letters and perhaps 20 punctuation marks. Therefore, this domain provides characters for only approximately one-fourth of the total needed when the system is expanded to a more realistic domain.

At this point in the processing, the abducer has put together an explanation which is a mathematical equation. The equation contains an equal sign, with a decimal number on one side of the equal sign and a hexadecimal number on the other side. Top-down guidance can now take place. In should be noted that top-down guidance is domain dependent. For this system, top-down guidance will involve ensuring that both sides of the equation are equivalent. This allows CHREK to test the two numbers that it generated to make up the explanation.

The top-down guidance works as follows. The collected characters on both sides of the equal sign are converted from a string of characters into two numbers. For this to work accurately, the equal sign must be clearly identified since this character is where the break point is. Both numbers are then converted to both bases. For instance, if the number 31 was generated as one of the two numbers, it is converted into decimal as 49 and into hexadecimal as 15 . These generated numbers ( 49 and 15 in this example) are used as expectations for the number on the other side of the equal sign. Additionally, since the number " 3 " is somewhat similar to " 8 ," " B " and possibly " 5 ," the characters " 8 ," "B," and " 5 " are somewhat more plausible and may be added as further topdown expectations later.

One of three cases may arise. First, one of the two numbers is found on the other side of the equal sign, and similarly, one of the two numbers converted from the number on the other side of the equals sign is found. In this case, the abducer has confirmed that its explanation is accurate. CHREK reports the explanation with high confidence.

In the second case, one of the numbers derived by conversion matches only some of the characters of the other number. In such a situation, one of the numbers seems to have been accurately identified and the other number is erroneous because some characters do not match exactly. Note that if one of the two numbers has been identified accurately, the converted number should still match some of the characters of the other number. Therefore, the error should lie with the other number.

With this mismatch, the abducer reconsiders the incorrect number. Specifically, the abducer examines those characters that were evaluated at least somewhat likely from their recognizers. It builds a collection of plausible numbers. If any of these numbers match the expected number, then CHREK attempts to correct its explanation. This is done by increasing an individual character's likelihood based on the expected number. Additionally, if any of the mismatched
characters has a character that is similar in appearance, then those character hypotheses have their likelihoods increased. For instance, a " 0 " is similar to an " 8 ." If the " 8 " character recognizer thought " 8 " was at least somewhat likely but did not give it a high score, and a " 0 " was recognized previously, then " 8 " is reconsidered by having its likelihood increased a small amount. Other similarities currently applied include "B" and " \(8, "\) " 0 " and "D," and "C" and " 6 ."

At this point, applying the expectations in this top-down form will have hopefully altered some of the likelihoods of characters. The abducer runs again to see if it can form a better explanation. If the abducer creates a new number, then the top-down process repeats by converting the numbers and checking to see if there is a match. If a match is found, CHREK reports the new explanation and provides the user with a statement that this explanation is a corrected version, that the original explanation, while (possibly) being more likely, was less consistent. If there are still errors, CHREK outputs both generated explanations and states that both answers are uncertain at best.

In the final situation, errors have arisen on both sides of the equal sign. This is the most problematic of situations that CHREK faces. In this case, once both numbers have been converted, neither converted value matches the other number, and so the expectations can not simply be used to correct the mistakes. Instead, CHREK will go back to the character recognizers and request all characters that generated at least a somewhat likely result. CHREK then forms all possible numbers from these. For instance, if a number was thought to be " 38 " but it is possible that the first character was a " \(B\) " and the second was either a " 5 " or " 0 ", then CHREK generates "38," "B8," "35," "B5," "30" and "B0." The same takes place with the other number. Now, all numbers are converted and from both lists, comparisons are made to see if there are any that match exactly. If so, CHREK increases the likelihoods of those characters that match and the abducer generates a new explanation. If the explanation derived is coherent, it is reported, but CHREK reports the doubt that this is a correct explanation because of the errors found.

It should be noted that the top-down strategies employed for the equation checker rely on accurately identifying the " \(=\) " among the data. To date, the " \(=\) " has been recognized with \(100 \%\) accuracy. Also, CHREK is currently only doing one layer of layered abduction because there is no explanation generated for an equation. Future versions that are implemented for more relevant domains will have more layers for additional top-down guidance.

\section*{IV. Examples And Analysis}

In this section, three examples are demonstrated, followed by some brief statistical analysis of the system's performance. The inputs for all three example inputs are shown in figure 3.

The first example demonstrates a case where CHREC correctly identified all of the characters initially and so no topdown guidance was required. This example is of the equation \(652=28 \mathrm{C}\). Based on the features detected for the first character, only " 5 " and " 6 " were generated as plausible, with " 6 " getting a very high likelihood of 0.91 and " 5 " scoring 0.75 . Aside from the higher score, a curve was found in the lower-left area of the character and therefore " 5 " was not as good an explainer, leading " 6 " to be selected. For the second character, " 5 " was the only character that received a plausible score ( 0.5 ) and so was selected. Similarly, " 2 ," " \(=\)," " 2 ," " 8 " and "C" were the only characters generated with reasonable likelihoods for the remaining input characters and so they were all selected to explain the features. At this point, 652 and 28 C were both converted, with 28 C only be converted to decimal (since it had a hexadecimal character, there was no need to convert it to hexadecimal). CHREC confirmed that the answers corresponded, so processing terminated.

The second example is of the equation \(285=11 \mathrm{D}\). CHREC originally inferred that the equation was \(285=11 \mathrm{~B}\). The problem with this example, which you might infer in looking at the figure, is that the right arc of " \(D\) " is somewhat unclear in the scan. This problem arose because of the ink used to write the character. CHREC had difficulty with this character's recognition because it miss-parsed the pixels and thereby missed two distinguishing features between "D" and " \(B\) " when performing its feature detection. These features are that of a horizontal line in the middle (for " B ") and a single leftward-opening arc (for "D"). What was inferred from the pixels located was that there were two curves, one in the lower-right and one in the upper-right. These two features are sought for the letter "B." Therefore, the character recognizer for " \(B\) " found more evidence than the recognizer for " \(D\) " resulting in a higher likelihood ( 0.8 for " \(B\) " and 0.6 for " \(D\) "). In spite of this error, top-down guidance was able to resolve this problem by converting 285 into hexadecimal and finding that "B" should be "D." In converting 11B into decimal, 285 is converted into 11 D , the result should be 283 , but there was no evidence at all that " 5 " should be " 3 ," and so the best available explanation was that " B " was incorrect. With this correction, CHREC is able to infer the correct answer, \(285=11 \mathrm{D}\).



Figure 3: Examples

The third example presents the equation \(7335=1\) CA7. In this case, there are two errors in CHREK's original attempt at an explanation, \(733 \mathrm{~F}=16 \mathrm{~A} 7\). The selection of " 5 " over " F " was made because " 5 " scored 0.5 while " \(F\) " scored 0.8 . This is not a substantial difference and so top-down guidance proved to help. Similarly, in the case of " 6 " instead of "C," " 6 " scored a 0.6 and "C" scored a 0.5 .

In this case, the abducer detects that the left-side and right-side numbers do not cohere and attempts to use topdown guidance to resolve the problem. First, CHREK attempts a simple solution - by replacing the somewhat highly scored " 5 " with "F," would that resolve the matter? No, the converted number would still not be 16A7. Similarly, using 1CA7 for the right-hand side number does not convert into 733F. So, top-down guidance needs to be more involved.

CHREK now generates all numbers formed from any plausibly recognized characters from both sides of the equal sign. These numbers are converted to decimal and hexadecimal (for those that did not contain hexadecimal digits). Each of these converted numbers are considered as mild expectations. Now it is a matter of attempting to infer what could be the correct answer. CHREC will notice that 7335, which is somewhat plausible because three of the four characters are correct and the incorrect character still rated fairly well, matches 1CA7, which itself is also plausible since three of its four characters are correct. Through this top-down guidance, " 5 " and "C" are both given increased likelihoods. CHREK then regenerates its explanation and finds that the results cohere. Therefore, CHREC provides this explanation, but tempers it with uncertainty because neither " 5 " nor "C" was highly rated to begin with.

The CHREC system was first tested out on individual characters. From 738 characters, written by 5 different people, the system accurately recognized \(93 \%\). The system was then tested on 75 equations from 2 people. Each equation consists of a decimal value on one side of the equation, and a hexadecimal value on the other. There were a total of 526 characters in the 75 equations. Without top-down guidance, the system achieved \(87 \%\) accuracy, but with top-down guidance, accuracy improved to \(96 \%\). Testing equations of just one person resulted in \(92.5 \%\) accuracy without top-down guidance and \(100 \%\) accuracy with top-down guidance. The other writer's " \(E\) " caused problems because he wrote the " \(E\) " like a backward " 3 " (that is, with curves) while the character recognizers had not been programmed to recognize that form of "E." That is being fixed and it is anticipated that overall accuracy with top-down guidance will improve to over \(98 \%\).

The hand-written characters used as test data were scanned into bitmaps using an HP Scanjet 3970. This scanner has its own "intelligent scanner" optical character recognition program. As a test, several of the inputs were run through this OCR program. Figure 4 contains the output from the scanner for the three examples from this section \((652=28 \mathrm{C}, 285=11 \mathrm{D}\)


Figure 4: HP Scanner's Recognition
and \(7335=1 \mathrm{CA} 7\) respectively). The Scanjet's recognition program had tremendous difficulty with the recognition of hand-written characters, particularly of the second example. The scanner is primarily set up to handle machine-prepared text and far better character recognition results have been achieved, but it is interesting to compare against CHREC's performance.

\section*{V. Conclusions And Future Work}

The CHREC System performs hand-written character recognition by using layered abduction. First, features are sought from the digitized input. Character recognizers, each responsible for identifying one character (such as " 2 " or "A") examines the features for a given character and based on the presence or absence of expected features, assigned a likelihood. An abductive assembler then attempts to explain the data by selecting those characters that best explain the pixels in the region of the character. Noise hypotheses are also available to explain spurious or irrelevant pixels found. Top-down guidance is applied to ensure that the explanation is coherent. In the current case, "coherence" means a mathematical equation of a decimal value and a hexadecimal value that must be equal to each other.

The layered abduction approach differs greatly from other recent approaches to hand-written character recognition that might use neural networks or genetic algorithms for example. By using layered abduction, knowledge can be applied to assist in a top-down fashion to improve on the accuracy of a merely bottom-up approach. This provides CHREK with numerous advantages over neural network and stochastic approach. First, CHREK is able to express uncertainty in its solutions when there is sufficient uncertainty. This allows the user to know just how confidently an answer should be taken. The ability to apply a variety of types of knowledge permits the use of indirect reasoning, which helps correct errors. By explicitly generating an explanation, noise hypotheses are available, which can improve accuracy.

While the domain currently implemented for CHREC is somewhat of a toy domain, it demonstrates the utility of top-
down guidance as well as the capabilities of this approach. Current accuracy is in the \(96 \%\) range. CHREC is currently under construction. It is limited to the domain of decimal and hexadecimal equations and therefore only recognizes 17 characters. However, plans are to expand the system to include all 52 alphabetical characters and to perform postal address recognition. In this new domain, a greater amount of top-down guidance can be applied by ensuring that city, state and zip code cohere although street addresses and names may be more problematic. With features detection mechanisms already in place, expanding the system is merely a matter of adding character recognizers for new characters. It is hoped that the system will achieve similarly high performance once expanded to the domain of postal addresses.
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\begin{abstract}
E-Commerce has developed into a major business arena during the past decade, and many of the sales activities are handled by computers. Intelligent algorithms are being developed to further automate the sales process, which reduces labor costs as well as business operational expenses. This paper describes an automatic sales-price determination algorithm for online markets in a competitive environment. It tries to dynamically adjust the sales price to maximize the profit and minimize the sales time. This algorithm gathers sales prices of competing online stores, and optimally adjusts the advertising price. It is particularly useful when a store carries numerous items so manual price adjustments are laborious and costly. The algorithm has been applied to DVD movie sales in the online market, and shown to shorten the sales time and increase the profit.
\end{abstract}
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\section*{I. Introduction}

Dynamic pricing responds to market fluctuations in a real-time basis to achieve specific sale objectives such as maximize profit, maximize sales volume and minimize sales time. This often results in charging different prices for the same goods to different customers. The airline industry is often cited as a success story for dynamic pricing, as customers are used to paying different prices for the same ticket [1]. In other sectors, however, people feel dynamic pricing have serious ethical and fairness problems. When Amazom.com charged different prices for the same DVD movies to people in different physical locations or with different purchase history, many people were upset [2]. In the e-commerce arena where both the suppliers and the purchasers have real-time, global information on product prices and availability, dynamic pricing is not a luxury, but a must-have tool for sales activities. In this paper, we are more interested in real-time adjustment of price by comparing the prices of our competitors, and not in charging different prices to different buyers.

Many online stores carry a variety of products and compete with other online stores. It is prudent to gather competitors' prices and then set your price to optimize profit and sales time. This, however, requires searching the internet to get competitors' prices, which is labor extensive. If you are selling DVD movies, for example, the labor cost of searching competitors' prices of all the movies offsets the additional profits you may gain by optimally adjusting the prices. The same is true for marketing lodging facilities for vacations, DVD movies, or used cars. In another situation, you may want to sell your new or used items by
using well known sales portals such as amazon.com, ebay.com or half.com. If you regularly use such sales portals, monitoring your price against competitors' is also laborious. Whether you operate your own online store or use existing sales portals, you will greatly benefit from a software package that has a web crawler which gathers competitors' prices and an intelligent algorithm that sets your price based on them. This enables you to optimally set your sales price with little labor costs.

\section*{II. Previous Work}

Throughout the history of commerce, charging different prices for identical goods has been a common practice in markets separated by geography or defined by distinguishable customer types [3]. Among many works on dynamic pricing, a classical work can be found in \([4,5]\) and an overview in [6]. In [4] it classified the pricing strategies into three categories: skimming, neutral and penetration (Fig. 1), whereas in [7] the high-value/highprice and low-value/low-price are categorized as premium and economy, respectively (Fig. 2). We will use this classification in the development of our dynamic pricing algorithm. The pricing is part art and part science, and pricing strategies based on human nature and psychology can be found in [8]. An example of such is the "charge more, and they think it is a better product" strategy. Questions to consider for pricing and different strategies such as maximize short term profit, gain market share, survive and help society can be found in \([9,10,11]\).


Fig. 1 Relationship between price and economic value in Strategy selection [4].


Fig. 2 Different pricing situations [7].
There are several companies that develop dynamic pricing software. Netpricing-solutions.com [12] has developed AutoPricer pricing system that is designed to allow tour operators to price any combination of airline (scheduled and chartered), hotel, cruise, car rental and coach travel. It loads actual cost data and pricing assumptions, generates prices and margins, models different pricing scenarios and then outputs the prices to the reservation system.

Finally, internet user behavior for search engines is reported in [13, 14]. It includes user population, loyalty to particular search engines, reaction to search failure, toolbar usage and paid vs. free. These pieces of information on user behavior are useful when developing dynamic pricing algorithms for e-commerce as the web-page browser is the user interface.

\section*{III. Dynamic Pricing Algorithm}

We follow the steps in [4] in developing our dynamic pricing algorithm shown in Fig. 3. There are three phases: data collection (Steps 1, 2, 3), strategic analysis (Steps 4, 5, 6) and strategic formulation (Step 7). Our algorithm is general in that it can be applied to most market sectors given we have correct statistics of the corresponding sales process. When we give examples, however, we will use the DVD movie market since it is our first application of our dynamic pricing algorithm. The main contributions of our paper are the use of probability models of sales process and the introduction of benchmark prices that reflect the characteristics of the online store's primary user interface, namely, the web pages.


Fig. 3 Steps for more profitable pricing.

\section*{A. Data Collection}

The first step of the data collection is the cost measurements. This can be calculated in a straightforward manner using the traditional accounting method. For DVD movie sales, it is the sum of the purchase price, the operational cost of labor and maintenance of online store infrastructure, and the capital cost of equipment and buildings. The second step is the identification of customers. For online DVD movie sales, the customers are the movie collectors who are globally located.

The third step is the competitor identification. For online stores, they are any companies or individuals who try to sell the same or substitute products via internet. They are easily identifiable through a search engine, e.g., search for "DVD movie sale" in the google.com or yahoo.com business section. By using a web crawler, the competitors' names, products and prices are available 24 hours a day, 7 days a week. If you use a sales portal such as half.com, it emails you a weekly report of your price and statistics on competitors' prices in your product category.

\section*{B. Strategic Analysis}

Step 4 of the pricing process is the financial analysis. The cost of goods and the expected revenue are used to calculate the profit. The relationship between the price and the expected sales volume is identified here so it can be used in strategy formulation step (Step 7). Correctly estimating the sales volume is a challenge. Companies have to rely on statistics from market surveys or recent sales records. For the case of selling a product on a sales portal such as DVD movies at half.com, one can have samples of price/sales-time/sales-volume by monitoring how long the listed items stay in the sales portal. Given enough such data samples, the relationship between price and expected sales volume can be estimated.

Segment analysis (Step 5) classifies customers into different classes by geographical locations, socioeconomic status, purchase characteristics, and other factors. If online stores give prices after the customer is identified, it can give a personalized price as practiced by the airline industry and amazon.com [2]. The emphasis of our paper is, however, on the cases where we do not discriminate customers, but on the determining our price by comparing with competitors' prices. As a result the resulting price is advertised on the web before customers are identified. We do, however, identify the market phase over the product life cycle so we can maximize the profit which is the product of the sales volume and the profit per unit. Fig. 4 shows the product life cycle for a typical product. The DVD movie market, however, has no development and very, very short growth phase since movies are typically shown in theaters three to six months before being sold in DVD form. Most of movie introduction and marketing are done before and during the time movies are played in theaters. We will use for a typical movie the right-hand side of a Gaussian curve,
\[
\begin{equation*}
\text { SalesRate }=\frac{2}{\sigma \sqrt{2 \pi}} \mathrm{e}^{-t^{2} / 2 \sigma^{2}} \tag{1}
\end{equation*}
\]
for the sales rate as a function of time as shown in Fig. 5


Fig. 4 Phases of the market over the product life cycle.


Fig. 5 Product life cycle of DVD movie market.
For classic movies, however, the sales rates stay above certain levels. For fad-type of movies the sales rates drop more rapidly, and we model them with an exponential decay function. They are also shown in Figure 5. We note here that the sales rate is the inverse of the sales time and that the sales rate and the time value of the product are positively correlated. The exact shapes of these curves are unknown in advance, and the curves of similar products from the past have to be used in the pricing algorithm.

The last step of strategic analysis is the competitive analysis (Step 6). After the web crawler gathers the prices of competitors, the following steps are used to calculate statistics on competitors' prices. In the first step, the prices are normalized according to the quality of the items from their descriptions in the posting in case there are differences in product qualities among competitors. The resulting prices are further normalized by the seller's rating, brand name and online exposure amount. Secondly, the standard \(Q\)-test is used to eliminate all outliers in the price set. Outliers correspond to either 1) sellers who try to sell an item quickly and advertise it at "dumping" prices, or 2) sellers who try to skim novice buyers with high prices. These are eliminated and not used in determining our price.

In the third step, several benchmark prices are computed from the remaining price data. The benchmark prices incorporate the characteristics of the internet and its users' behavior. In internet browsing, the most attention is given to the items on the first page of the search result. The probability of users visiting the subsequent pages decreases
dramatically with the number of clicks required to visit them. It is thus crucial to get your item listed on the first page for the maximum amount of exposure. The minimum, average and maximum prices of the first-page-item prices (P1mn, P1ave, P1max, respectively) are included in the benchmark price set. (For the first-page maximum price, we actually use the price less one cent to actually list our product in the first page of the sales portal.) To maximize profit, however, the average and maximum prices of all the price set (Paave, Pamax) are also included in the benchmark price set. Lastly, the regular prices of the product in bigname stores, e.g., amazon.com (Pamazon), walmart.com (Pwalmart), etc., complete the benchmark price. All the prices in the benchmark set are sorted in decreasing order to form the price hierarchy. If there is a large price jump between adjacent prices in the price hierarchy, some intermediate prices can be inserted if the user chooses so.
C. Strategy Formulation - Dynamic Pricing Algorithm

Online stores have different selling situations for each of its products at different times. There are numerous pricing objectives such as: maximize long-run or short-run profits, increase sales volume or return on investment, build store traffic, or price for market survival [9]. In terms of the product's economic value and the price matrix, the pricing objectives are classified as skimming/neutral/penetration in [4] and skimming/economy/premium/penetration in [7] as mentioned earlier. The economic value and pricing policy can be illustrated as in Fig. 6 in a graphical form. Suppose the value of an item decays exponentially in time. If the store lowers its price following the staircase function above the exponential curve, it is trying to gain a large profit from this item and its policy is skimming and maximize-short-term-profit. If the store's pricing follows the staircase below the curve, its selling objective is maximize-salesvolume and market penetration. The actual pricing typically crisscrosses the curve, staying above the curve at times and below it at other times.


Fig. 6 Item value verses two different pricing policy.
Using the price statistics obtained from the data on the key competitor sites, our dynamic pricing algorithm generates different staircase functions depending on the pricing policy set by the store. The price levels in the staircase functions come from the benchmark prices computed in the competitive analysis, and the length of
each staircase level is set either manually or automatically using the mathematical model we develop below.

\section*{Mathematical model of sales process}

The sales rate curves in Fig. 5 shifts toward the y-axis and the peaks at the initial time get higher as we lower the price. For the Gaussian curve in Eqn. (1), the lower the price, the smaller \(\sigma\) becomes and the overall sales volume (the total area under the curve) increases. The sales rate as a function of time and price is then
\[
\begin{equation*}
\text { SalesRate }=\frac{A}{p} \frac{2}{\sigma \sqrt{2 \pi}} \mathrm{e}^{-t^{2} /\left(2(B p)^{2}\right)}, \tag{2}
\end{equation*}
\]
where \(p\) is the price, \(A / p\) is factored in to show volume increase, and \(\sigma=B p\) shows a smaller spread for a smaller price. The sales-rate graph reflecting only the smaller \(\sigma\) effect is shown in Fig. 7(a), while that reflecting both the smaller \(\sigma\) and increased volume is shown in Fig. 7(b). We note that similar equations and graphs can be worked out for the other sales-rate curves in Fig. 5.

If we know the graph shown in Fig. 7(b) in advance, we can determine the price that maximize the profit, which is the product of (price minus cost of goods) and the overall sales volume. Fig. 8 shows the profit rate as a function of price and time, and the overall profit for a particular price can be computed by integrating the curve at that price over the time axis. But all we have are the graphs corresponding to similar goods we sold in the past. We can start with one

(a) Sales rate showing only the effect of smaller spread \(\sigma\), plotted for price ranging from \(0.5 \sim 3\).

(b) Sales rate also showing the effect of increased overall sales volume

Fig. 7 Sales rate as a function of time and price.


Fig. 8 Profit rate as a function of time and price
of such graphs, but a better way is to incrementally construct the graph for the item current being sold. Since we have a function with 2 parameters, \(A\) and \(B\), in Eqn. (2), all we need is 2 data points to construct this graph. Of course, to minimize statistical errors, many more data points are needed. By having the mathematical model of the sales rate, it is possible to construct a graph of the profit rate on the fly. (Note that we have to sell the product at different prices initially to estimate the sales-rate graph.) As time goes on we get a better estimate of this graph, so we can better set the price to maximize the profit or the sales volume. This is one of the main contributions of this paper. The minimum-error curve fitting the Eqn. (2) is discussed in the appendix.

For the DVD movie market, this graph is valid for 3 to 6 months as the movie production companies reprice DVD movies after such periods, often lowering the prices by five to ten dollars from twenty to twenty five dollars. When this happens, our algorithm needs to rebuild the sales-rate graph from the start.

\section*{Dynamic pricing algorithm}

Now that we have the mathematical model of the sales rate and the data on competitors' prices, we are ready to formulate our dynamic pricing algorithm. There are three steps in this formulation: pricing-policy selection and optimal price computation from the sales/profit rate curves, conversion of the selected price to one of the benchmark prices, and determination of the time interval to keep the selected benchmark price.

In the first step, the store chooses for a particular item the pricing policy. Modifying the classification in Fig. 1 and 2, we have the following three pricing objectives that constitute a pricing policy: maximize-profit, maximize-sales-rate and premium. For maximize-profit, we select the price that maximizes the time-integral of the profit-rate curve in Fig. 8. For the maximize-sales-volume policy, we are trying to increase the market share (market penetration) by sacrificing the profit. For this objective, we specify two parameters: the minimum sales volume and the maximum loss. Our algorithm then chooses the maximum price at which the time-integral of the sales-rate curve in Fig. 7(b) meets our total sales volume target while keeping the price such that the total loss is less than the specified maximum
loss. If no such price is found, it asks the user to modify the two parameters. When we notice that the demand far exceeds the supply for an item, we set the price to the highest of the benchmark prices. This is the case of the premium pricing objective. We will not use the skimming pricing strategy, as there are buyer ratings and comments for most online stores.

In the second step, the price selected in the first step is converted to one of the benchmark prices. If the nearest lower benchmark price to the selected price is the first-page maximum price, then the price is converted to the first-page maximum price to increase the online exposure of our item. In all other cases, the selected price is converted to the nearest benchmark price in the price hierarchy. The rationale for this conversion is that human mind is sensitive to the least expensive, the average and the best (most expensive) items for sale. These prices are reflected in the benchmark-price set. Then again considering the human psychology on numbers, the cent digit of the converted price is changed to 9 given this does not bump our item out of the first page of the sales portal.

Finally, as the length of time an item is put for sale increases, the sale price is lowered to the next level on the benchmark-price hierarchy. The time intervals between the price adjustments are crucial to balance between profit and sales time. In the manual mode of our algorithm they are set by the store manager, while in the automatic mode they are determined by our algorithm as follows. When we put an item for sale at a certain price, we expect a certain sales rate as defined by the curve in Fig. 7(b). If the actual sales rate is higher or lower than this expected rate, the current sales-rate surface is not an accurate enough estimate. By incorporating the currently measured sales-rate data into Eqn. (2), a more accurate sales-rate surface can be obtained. The new surface is used to update the price selected in the first step, and consequently in the second step described above. The result is the price jumping among benchmark prices when the time on the market prolongs without being sold (typically a price reduction).

There is a question of how often our algorithm should get the competitors' prices, daily, weekly or monthly. Since it does not cost any expense to get this data, we believe it is prudent to run our algorithm daily if you are selling an item in a sales portal. If one operates one's own online store, a weekly update is better to show price stability to consumers.

\section*{IV. Application to Online Sales of DVD Movies}

Our algorithm is general in that it can be applied to set the product prices for any online sales activities. Our first application has been to the sale of DVD movies at the sales portal half.com. The half.com classifies each DVD movie by its condition into four categories: New, Like New, Very Good, and Good. It then lists items in each category in ascending order of their prices. Cafedvd.com is an online movie rental store, and regularly sells new and used DVD movies that are overstocked or becoming old. Although half.com emails weekly statistics of competitors' prices on
all the DVD movie titles you are selling in their portal, it is a laborious task to monitor them and dynamically change your prices as Cafedvd.com sells hundreds of titles at any time. We have, therefore, customized our dynamic pricing algorithm to this application.

We have implemented our algorithm in Perl for web crawling and simple computations, and in C for the mathematically intensive statistics part. Fig. 9 shows the user interfaces of our dynamic pricing algorithm customized for sales of DVD movies on half.com. Fig. 9(a) is the policy editor with which one can generate a customized pricing policy, and this is used to modify our dynamic pricing algorithm manually if desired. Fig 9(b) is the price setter which is used to set the price of individual DVD movies according to the pricing policy of the user's choice.

The pricing policy editor allows a user to select a price from the benchmark set presented in a pop-up menu (shown on the right side) for each of the DVD conditions and for each of the sales objectives. The table is initially comprised of the benchmark prices from the default policy that is described in Sec. III.D. Below the table are the time periods after which a mandatory price reductions are required. This specifies for each of the benchmark prices the time period after which the price should be lowered to the next price in the benchmark price hierarchy. The intervals suggested by our algorithm are displayed as the default values, and the user can manually override them. Note that we update our prices on daily basis by collecting competitors' prices every day, but these time intervals represents the times at which a mandatory price reduction to the next lower benchmark price occurs. The user can generate any number of pricing policies, e.g., one for typical DVD movies, another for classic movies, etc.

In the price setter (Fig. 9(b)) for individual DVD movies, the user enters either the movie title or the UPC code at the top. The quantity to be sold and the original

Fig. 9(a) Dynamic pricing policy editor.

cost of purchase are also entered. After that, the DVD condition, the pricing policy to use and the sales objective are entered by clicking radio buttons. Note even if we sell only one copy of a particular DVD movie, maximize-salesvolume is a valid objective as it translates into minimize-sales-time. Then the benchmark prices from the competitive analysis are displayed automatically by our algorithm. For this particular movie, 45 competitors listed their items for sale. For maximize-volume objective, the user has to enter both the maximum loss and the minimum sales volume desired. The maximum-profit and maximumvolume prices are either computed from either the sales statistics of the similar items we sold in the past, or commonsense prices for each sales objective if no such statistics exists. The price of the DVD movie determined by the user's choice and our algorithm is highlighted with a green box color. Note that in this particular example, the price maximizing sales volume subject to \(\$ 100\) maximum loss and minimum volume of 10 copies is \(\$ 4.99\), and the benchmark price nearest to it is \(\$ 4.48\) corresponding to P1max minus one cent. Finally, clicking the set-price button sets the price.


Fig. 9(b) User interface of our item price setter.

Here are some details and happenings of our application to DVD movie sales. Half.com shows four items for each condition on the first web page in the listing. For brandname stores such as amazom.com or walmart.com, we have decided to give them a \(10 \%\) edge, i.e., the price normalization factor is 1.11 . In another words, our price is \(10 \%\) less than their prices for the same item. Since we are at the beginning stage of using our algorithm, the initial prices are set using commonsense prices. In the first day of production, i.e., go-alive, we ended up selling several DVD movies in a day. This was because the price normalization was not done correctly. Some of the lowest-priced competitors' items had descriptions like "have different cover" or "have Asian cover." These DVD movies were actually produced for Australian or Asian markets, and were likely have lower video quality. So when our items of good qualities were listed at comparable prices to theirs, ours were sold in a short time. We believe we could have sold one of them at \(\$ 11.99\) instead of \(\$ 9.99\). What we need are more comprehensive keyword sets to judge item quality/condition so the price normalization can be done accurately.

The most quantity of a single item we sell at half.com is a few tens of copies, and it has proved to be difficult to estimate sales-rate surface accurately. For sufficient accuracy we need either to sell at least hundreds of copies of the same item or have sales-rate surfaces for a similar movie from the past sales. As it stands now, we do not have assurance that the prices for maximum profit are accurate. Most of our DVD movies that were sold were priced between Plave and P1max, since the ones we sell are overstocked movies that are not popular (thus not being rented often).

\section*{V. CONCLUSIONS AND FUTURE WORK}

The dynamic pricing algorithm has shown its value in application to the DVD movie sales market. Although we need more time to estimate how much profit has increased by using the dynamic pricing algorithm, it is definitely enabling dynamic pricing. Before this implementation, the labor cost prohibited the dynamic pricing of the DVD movies for Cafedvd.com. There are numerous paths for improvements and new research following our work in this paper. One simple improvement will be extending the benchmark prices to the second, third, etc., web-page prices, and also including the impact of whether the user has to scroll down to see the sales items shown toward the bottom of a web page. The most important and difficult research, however, is the understanding products' and their condition descriptions and correctly evaluating their economic values. This will result in a better price normalization (Step 6 of competitive analysis). Another research topic is the employment of more elaborate machine-learning techniques \([15,16]\) for updating the sales-rate surface on the fly

The main contributions of our paper is the mathematical formulation of the "experience" and "black-box" art of
dynamic pricing, and the introduction of benchmark prices that reflect the human mindset and web-page specific characteristics of online stores' primary user interface. Our dynamic pricing algorithm will be particularly more useful for markets with 1) small to medium sales volumes, 2) items with a variety of qualities and conditions resulting in frequent changes in competitors' price statistics, and 3) rapid product advances mandating frequent re-pricing such as the high-tech electronic industry. The dynamic pricing has not quite become a mainstream pricing strategy yet due to the complexity of integrating it with the enterprise resource planning (ERP) software, e.g., the accounting system has to get the correct price for each particular instance of the item, the customer, and the time of sales for each transaction [3]. We believe, however, that the dynamic pricing will become a must-have tool and not a luxury item for running a business in the near future.

\section*{APPENDIX}

There are extensive literatures on minimum-error curve or surface fitting. Substituting \(\sigma=B p\) into Eqn. (2) yields
\[
\begin{equation*}
s \equiv \text { SalesRate }=\frac{A}{p} \frac{2}{B p \sqrt{2 \pi}} \mathrm{e}^{-t^{2} /\left(2(B p)^{2}\right)} \tag{3}
\end{equation*}
\]

We take natural \(\log\) of both sides to get
\[
\begin{equation*}
\ln s=\ln \left(\frac{A}{p^{2}}\right)+\frac{1}{2} \ln \left(\frac{2}{\pi}\right)-\ln B-\frac{t^{2}}{2 p^{2}} \frac{1}{B^{2}} \tag{4}
\end{equation*}
\]
which is linear in \(\ln A\) but nonlinear in \(B\). Given the data set of the triples ( \(p, t, s\) ), any one of the numerical surfacefitting methods, can be used to compute \(A\) and \(B\) with a minimum error measure of user's choice such as the least square error [17-21].
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\begin{abstract}
Software development and deployment is based on a well established two stage model: program development and program execution. Since the beginning of software development, meta-programming has proven to be useful in several applications. Even though interpreted languages have successfully exploited the ability of generating programs, meta-programming is still far from being main stream. The two stage model is largely due to the computing metaphors adopted for defining programs, and deeply entrenched within the whole software management infrastructure. In this paper we explore how a runtime, multi-staged, self-contained, meta-programming system based on the notion of partial application can provide a suitable support for programs capable of evolve along time. To make the discussion more concrete we discuss two scenarios where the suggested infrastructure is used: software installation and robot control by means of programs embedding knowledge into their code rather than into data structures.
\end{abstract}

\section*{I. INTRODUCTION}

Software development is facing new challenges due to the increasing dimension of source code. Time is mature for a leap comparable to the move from machine language to structured programming. Programming languages, despite their increasing expressivity, seem unable to dominate the complexity of the programs being developed; this trend is also strengthened by the need for generic software, capable of adapting to users and different operating environments.

The generative programming approach [1] suggests that a possible way to dominate software complexity without loosing performance is by raising the abstraction level, shifting the focus from writing programs to write programs generating other programs. This approach has been successfully exploited in several domains and is quickly becoming part of the mainstream programming.

A fundamental issue in having programs specializing themselves into other programs is that the computation model does not fit the current software deployment model. This is especially true for compiled languages, because at runtime a pro-
gram is expressed in a different language, and it relies on different abstractions than those provided by the programming language used to its development.

Programming languages are trying to provide support for this kind of manipulation in several ways: \(\mathrm{C}++\) template metaprogramming [1,2] is slowly becoming part of the language; Aspect Oriented Programming systems focus on specific program transformations; MetaML [3, 4], MetaOCaml [5], or Jumbo [6] are interested in studying a suitable notion of staged computation inside programming languages. These attempts are all in the right direction, though they focus on different aspects of the problem, with little effort in providing a complete programming infrastructure capable of providing the appropriate support to program manipulation.

The advent of virtual machines, like Sun JVM and Microsoft CLR, have improved the state of the art by proposing a mixed solution where the compilation model is greatly enriched by a significant set of dynamic services available at runtime. In these environments it is easier to combine the advantages of compilation and interpretation. Recent advances in computer systems like XML and Web services have benefit from these execution environments.

Web technologies are almost entirely built upon program generation: the Web server is responsible for generating programs that dynamically generates Web pages. Web services infrastructure relies on code generation for generating a WSDL and SOAP mapping to classes and methods.

Despite this large field of application for program generation techniques, there is not a well established model and programming system capable of supporting it. The main-stream focuses on a string-based source code generation approach. Although effective, this approach suffers of several problems: programs are difficult to debug; there is very little support for program manipulation provided from the programming toolbox; for compilation based systems program manipulation is not homogeneous because the compiled program generates a source program that should be compiled in order to become executable.

Another approach to program manipulation is based on some form of module selection. In this case the transformation is performed outside of the program object of the transformation; this
is the case, for instance, of program configuration, where program modules are chosen from a repository and the program is unaware of this process of selection performed by the installation procedure.

The contribution of the paper is twofold: first we discuss the impact that a runtime with multi-stage and meta-programming support would have on the current software deployment infrastructure; in the second part of the paper, to make the discussion more concrete, we sketch two scenarios that would benefit from the infrastructure.

\section*{II. VISION}

Imagine a world where programs are able to define all their transformations in themselves. The entire deployment infrastructure in place today would become obsolete because programs would be free to evolve by changing their structure over time. In the beginning we can simply assume that the newer infrastructure would permit mimicking the current model for software deployment and execution.

All the current stages at which a program gets manipulated could be seen as instances of this general model: installation is simply a matter of specializing a program against a set of in-stall-time known parameters; software adaptation driven by user monitoring involves code specialization rather than data interpretation. The overall infrastructure would be more efficient and scalable. A hint that this approach can be successful has been given by the IronPython experiment has shown how an appropriate use of runtime code generation on a virtual machine may lead to faster code than the standard C interpreted approach [7].

After an initial phase where the current software deployment infrastructure would be mapped onto the new one, there will be a growing interest for the facilities provided by this infrastructure. The mere possibility for a program to change its own structure at runtime may lead to programs more autonomous and capable of evolve over time. We call these self-evolving programs, and we believe that this will be a new abstraction level into the computer system infrastructure.

How a program can successfully evolve over time is still to be figured out; we can imagine borrowing models from nature, as it is suggested by Peter Bentley, for instance, in [9]. Computer science has already been inspired by nature, and the genetic programming community [10] is already attempting to find such techniques. However they miss the appropriate infrastructure capable of support their work.

\section*{III. RUNTIME CODE TRANSFORMATIONS}

Self evolving programs require a program infrastructure capable of homogeneous program transformations. Unless we
assume only interpreted languages, where source to source program transformations are naturally possible because of the eval function, we have to face the problem of having a homogenous transformation system within the runtime support of programming languages.

In a compiled scenario homogeneous program transformations should be performed at runtime level: the target program is expressed in object language rather than source language, unless we assume that the whole compilation infrastructure is available at runtime. For instance a C++ program would face machine code manipulation for changing its own structure at runtime. Although feasible, in practice this approach is not viable because it assumes too much knowledge about compilers on the programmer side.

If we raise the abstraction level we find the increasingly popular world of virtual machines of Java and .NET. In this case binary code is expressed in an intermediate form, therefore runtime code generators may avoid machine code generation in favor of byte code generation. This greatly simplifies the code generation task, that however is still based on a language far from the one used by developers. It is a fact that the Reflection.Emit library provided by the .NET base class library, supporting byte-code generation at runtime, is not very popular among programmers.

Recent research on meta-programming [ \(3,4,6,15\) ] has focused on how to compile not only programs, but also program transformations. All these approaches are based on some form of generation of pre-compiled fragments that are mixed together by little interpreters at runtime. These transformations are implicitly homogeneous and can be easily iterated allowing the definition of multi-staged computations.

Although this ability of combining code fragments may be restricted to a single programming language's runtime support, it seems that the possibilities would grow richer if programs can combine code fragments at runtime no matter of the programming language used to write them. In this respect Microsoft CLI [8] is a good platform for providing such support because CLR is a runtime shared among several languages, and the runtime is dynamic and rich enough to provide support for code manipulation.

The CodeBricks [11, 12] project has proven that there exists a homogeneous, type-safe, self-contained, program transformation system that allows programs to combine program fragments at runtime. The system allows program evaluation in stages; though at the moment without persistence (all transformations must take place at runtime).

A significant difference from the other approaches is that CodeBricks is focused on providing runtime support for metaprogramming languages. Therefore the library defines a general mapping from programming languages to runtime objects that allows programmers to perceive program transformations as
they were at language level, rather than at the virtual machine level.

In the rest of this section we introduce the CodeBricks generation model. And we briefly discuss the issue of persisting program changes when the evaluation of a program is done in different stages of execution

\section*{A. CodeBricks}

The library provides a simple abstraction for code manipulation, based on the well-known abstraction of partial application.

Definition: Let \(T_{r} m\left(a_{l}: T_{l}, \ldots, a_{n}: T_{n}\right)\) be a function (or a method) with a given signature. A partial application \(p\) of \(m\) is an application where only \(k\) arguments are applied: \(T_{r} p\left(a^{\prime}{ }_{1}\right.\) \(\left.T^{\prime}{ }_{l}, \ldots, a_{n-k}^{\prime}: T_{n-k}^{\prime}\right)=m\left(e_{0}, \ldots, e_{h}, a^{\prime}{ }_{l}, e_{h+l}, \ldots, e_{k}, a^{\prime}{ }_{2}, e_{k+l}, \ldots\right.\), \(a_{n-k}^{\prime}, \ldots, e_{k}\) ) where \(e_{i}\) are expressions such that if \(e_{i}\) is in position \(j\) in the arguments list then \(e_{i} \rightarrow T_{j}\), assuming \(\rightarrow\) to be the typing judgment of the language

CodeBricks is a code generation system capable of generating code equivalent to partial applications. Therefore methods are bricks that can be composed by means of partial application.

In order to be able to manipulate code, the library provides a way to lift methods into code bricks. Partial application is the operation available on code bricks, whose result is a new brick representing the code equivalent to the application. Generated code is made executable by the inverse of lift operator, which converts a code brick into a callable function

In this approach methods correspond to pre-compiled code fragments that are composed at runtime. The system rely on the fact that runtimes like Sun JVM and Microsoft CLR preserve enough information within their binaries that types and methods are still available at runtime.

The library assumes four possible kinds of values that can specified as arguments in the partial application:
1. a special value free to indicate that an argument should not be bound;
2. ground values;
3. a code brick returning the value of a type compatible with the one expected as argument;
4. a code brick to be used as high order value inside the method

A simple example of CodeBricks application could be the following (expressed in a pseudo-language):
```

add(x,y)=x+y
addb = lift(add);
incb = addb.apply(1, free);

```
```

inc = makeExecutable(incb)
i = inc(2); // assign 3 to i
add3b = addb.apply(addb.apply(free, free), free);
add3 = makeExecutable(add3b); // x y y + z

```

In [11] it is shown that there exists a code transformation that combines code fragments while preserving the partial application semantics. The code generation strategy is, in its essence, a sort of inlining of bricks with an appropriate renaming of arguments and local variables.

CodeBricks is an object oriented library designed to be part of the base class library of a modern runtime execution environment. Therefore there is no notion of "source language" in the program transformations based on it. Nevertheless there is a natural one on one mapping between the semantic objects used by the library, and those provided by programming languages: therefore programmers will reason on the common subset of concepts that is shared between a programming language and its runtime.

\section*{B. Persistent Program Transformations}

Runtime support for program manipulation like that provided by CodeBricks is necessary for enabling programs to modify themselves. Meta-programming facilities are, however, not sufficient to have programs capable of modifying their own structure: we need some form of persistence of the transformations performed so that the program can terminate without loosing the information stored into the code

Code persistence can be easily achieved in runtime environments where dynamic loading is available: the program can generate a module that becomes part of the program definition and that will be load and accessed through generic interfaces. However this approach suffers of relevant problems:
- the model is coarse grain: even small changes to a program must be represented as modules (i.e. types or DLLs);
- the approach is not declarative, therefore the programmer must explicitly code module generation and the related configuration
- modifications made to the program are not part of the program itself; some form of configuration data, not part of the program, should keep track of generated modules

It is our belief that a runtime should provide better support to orchestrate this transformation process. For this reason we are currently developing a system capable of loading a program and evaluate portions of it.

The transformation will be driven by annotations present within the executable; these annotations will be in the form of custom attributes: meta-data extensions provided by the .NET runtime. The annotation model provided by the runtime allows decorating only objects accessible through reflection (roughly speaking classes and class members). Using techniques like those presented in [13], it is possible to extend this model to allow annotations on code blocks inside methods. Annotations will be also used to keep track of the transformation used for generating the various code fragments.

The evaluation of a program takes place in distinct stages, each stage characterized by a label indicating the name of the current stage. At each stage the system loads the program; it looks for annotations with a label matching the name of the stage, and executes a corresponding method that generates a code fragment that will be stored in the resulting executable.

Let us consider the following example written in C\#
```

[InstallTime(Method("InstallDir"))
public string InstallationDir()
return null; // this ensures typesafety
}//..
Code InstallDir(context c) {
// Generates the brick of the constant
// function specialized with the actual
// value of the parameter
}
File.Open(InstallationDir() + @"\myf.txt");

```

In this example we use a method to indicate where a string should be placed within the code. When the stage named InstallTime is evaluated the InstallationDir method should be evaluated. This method simply defines the signature that a code brick returned by the InstallDir will have. During evaluation each invocation of the InstallationDir method causes the invocation of the corresponding InstallDir method, and the resulting brick will replace the method invocation in a type-safe way. Presumably the InstallDir method will prompt the user a dialog asking for the installation dir and it will simply generate the brick representing th constant function returning the value provided by the user.

When the execution of the computations marked with the name of the stage is completed, a new program will be generated ready for the next computation stage. The whole transformation process is based on the CodeBricks library.
IV. SELF-EVOLVING PROGRAMS

A program may want to change its own definition mainly for two reasons:
1. to improve its performance by specializing itself once part of its input become known;
2. to adapt its behavior to a particular environment

Several decades of research in the field of partial evaluation and program specialization make the first motivation worthless of further discussion. Besides, the second motivation is less evident; a program may adapt, and usually do, by producing an appropriate set of data structures that are interpreted to determine its behavior. We have plenty of these examples in our everyday life: program configuration provides the user with the opportunity to decide how a program should behave

Autonomous programs, like software agents, may have to cope with very complex data structures in order to adapt their behavior to very dynamic environments. A self-evolving program may reduce this complexity by storing part of the acquired knowledge into its code

A self-evolving program is a meta-program which is capable of rewriting its own structure to evolve its behavior along time. Program manipulation is performed by mixing existing code fragments (usually present within the program itself) to derive new behavior or improving the existing ones.
This class of meta-programs is very relevant because it allows describing the current software deployment infrastructure in a single and coherent framework. Nowadays programs pass through a number of systems responsible for configuration: domain specific generators, setup generators, installers, are but few examples. The bad thing is that the program is unaware of most of the transformations performed on it; this greatly affects the maintainability of the software, introducing several issues in the configuration of programs. With respect to this particular domain, recent systems have introduced some embryonic form of evolution by adding the check for newer version of the program on a Web site at startup time; if the new version is available the program exits and the newer version is installed

Self-evolving software paradigm permits to define the whole lifetime of a program within the program itself. Applications would obtain a homogenous framework for describing how the program should change over time, without having to resort to some external program that manipulates the application from outside.

\section*{V. CASE STUDY: PROGRAM CONFIGURATION}

Program configuration is a relevant area of software development, deployment and maintenance. In its most abstract form, a configuration system defines a set of parameters determining the code to be executed by the configured program. Usually parameters are defined at different times in the program's lifetime.

In the actual software infrastructure configuration is handled by several systems in the different moment of program life cycle. At compile time code selection is driven by the value of symbols and coordinated by a build system like make.

At install time there often is a further selection of code performed by module selection. In this case compiled units are copied in the installation location depending on the preferences expressed by the user.

The rest of the configuration is usually provided as a set of values stored in some form of database. In the Windows system, for instance, most of the configuration is stored in the system registry. These values are retrieved by the program through a set of methods incapsulating the access to the configuration database.

A self-evolving program can perform code selection by synthesizing the appropriate code once the value of the parameter controlling the selection is known.

The program do whatever is needed for obtaining the value of the parameter (perhaps by prompting the user with a dialog) and then generates the required code.

Let us consider the problem of selecting an algorithm depending on the fact that the system has single or multiple processors. Using our runtime this can be expressed using the following schema:
```

void AlgorithmSP() {
// Single processor version
}
void AlgorithmSMP() {
// Symmetric multiprocessor code
}
[InstallTime(Method("SelectAlgorithm")]
void Algorithm()
// Do nothing: it's just a placeholder
}
Code SelectAlgorithm(Context c) {
return ProcessorNumber() > 1 ?
new Code(Method("AlgorithmSMP") :
new Code(Method("AlgorithmSP");
}

```

In this case we select between two alternatives, though it is easy to imagine how to perform other kinds of code selection.

Using the same approach, as already discussed in section 3.2 , we can insert into the target program the values instead having to store them into an external database (though in some cases it can make sense to still use it). In this case we still use the method responsible for retrieving the value, though this method will simply act as a placeholder that will be replaced with the parameter value.

Stage names allow determining when configuration parameters must be set. At the end of the process the resulting program will be specialized to the desired configuration.

Software configuration can be expressed as a simple program evolution. Using simple transformations it is possible to express code and parameter selection without having to rely on external tools. The main advantage of our approach is evident: the whole program definition is self-contained, rather being spread across several files and systems. This will simplify the maintenance process because we get rid of a number of tools; moreover when the program changes it is easier to ensure that the transformations remain consistent with it.

\section*{VI. CASE STUDY: ADAPTIVE ROBOT CONTROL}

In the previous section we have discussed how self-evolving software infrastructure supports the configuration problem in a cleaner and simpler way than the current one. Now we would like to consider a more challenging scenario where a program represents the knowledge in the form of code rather than data structures.

Software controlling autonomous robots should adapt the robot behavior to a particular environment. The robot should keep information about its past experience in the environment in order to adapt its behavior to be more effective.

A very abstract way to think of the control software of a robot is the perception/action loop as discussed, for instance, in AIMA by Russel and Norvig [14]:
```

while (true) {
p = ReadPerception();
a=SelectAction(p, a, ,···, an);
Do(a);
}

```

In a robot actions \(a_{i}\) are commands for the actuators. The Se lectAction method determines the behavior of the robot, and it is the method that should adjust its behavior as time passes.

In a robot the actions available are very small, and even simple behaviors require many of them. Therefore it is not infrequent that the control software issues the same sequence more than once. There are also techniques, like hierarchical planning, that tend to build upon these sequences more abstract actions. In this case the program should book-keep in some data structure these aggregate actions.

A self-evolving program can rely on the ability of combining code at runtime for generating new actions by composition of existing ones. Let us suppose that the sequence \(a_{3}, a_{1}, a_{7}\) is frequently applied by the robot. We can synthesize a new operation as follows:
\(\begin{aligned} a 3 b & =\operatorname{lift}\left(a_{3}\right) ; \\ a l b & =\operatorname{lift}\left(a_{1}\right) ;\end{aligned}\)
```

a7b = lift( (a7);
pairb = lift(ActionSequence)
na = pairb.apply(pairb.apply(a3b, alb), a7b);
an+1}=\mathrm{ makeExecutable(na);

```

The ActionSequence method, as suggested by its name, simply applies two actions in sequence. We partial apply the sequence brick pairb using the action bricks as arguments. At the end of the composition we make the new action executable.

Once the control program has generated a new action, the application can select among \(n+l\) actions at each step, forgetting that \(a_{n+l}\) is just a composition of pre-existing operators This saves the application from having to keep track that \(a_{n+1}\) is just the sequence of the three actions \(a_{7}, a_{l}\), and \(a_{3}\).

The ability of synthesizing new actions may help the program to simplify the data structure needed to make decisions Moreover the procedure can be iterated, allowing the robot to generate new operators combining either basic or derived actions.

Although it is convenient to treat robot operators in the same way, no matter if they are primitive or obtained by composition, there are situations where the program may need to know the true nature of an operator.

In order to be able to provide this information the composition used to generate a given operator is stored inside the generated code in the form of custom annotations. As it is done for annotated C\# [13], the reflection API will be used to retrieve the structure, in terms of partial applications.

We are currently implementing the control software for an experimental robotic platform, built at our department, in order to prove the effectiveness of self-evolving software paradigm in this application domain.

\section*{VII. PROGRAMMER'S PERSPECTIVE}

So far we have discussed self-evolving software from the infrastructure perspective. But what a programmer should do to use the facilities provided by this richer infrastructure? The runtime exposes its facilities through a set of API, however it is plain that the syntax is rather clumsy and not really effective We expect that programming languages will rely on the infrastructure provided by the runtime to compile programs with meta-programming elements.

It is also worth notice that self-evolving programs stress a problem that is already present in standard software: when a program adapts its behavior over time, the experience acquired cannot be neglected; therefore a program is not just a functional piece of software anymore. The problem of how to preserve the knowledge retained by a program is important because otherwise simple operations like installation may lead to an unwanted loss of data.

\section*{VIII. CONCLUSIONS}

The idea of self-evolving programs is indeed a fascinating one. We believe it is also a useful one: under this broader model of computation falls the traditional one. Therefore the existing software infrastructure may greatly benefit from a model in which existing tasks can be performed in an easiest and cost-effective way. Nevertheless the proposed model would make easier to explore new models of program development based on program transformation.

The ability of transforming programs by combining fragments of existing ones strongly remind natural process, based on the recombination of existing elements. Thus this new software infrastructure will encourage further investigation of new computation models based on programs that evolve over time. The infrastructure will also be validated against application domain. Robotics, for instance, is an application domain where the self-evolving programs model may contribute to realize control programs capable of adapt to the surrounding environment.

Microsoft .NET seems good platform to be used to realize this software infrastructure: it is a standard platform, targeted by several programming languages; moreover the availability of fundamental mechanisms as customizable reflection provides the appropriate support for realizing the transformation system.
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\begin{abstract}
For the mass demands of wireless communication application services, the mobile location technologies have drawn much attention of the governments, academia, and industries around the world. In wireless communication, one of the main problems facing accurate location is nonline of sight (NLoS) propagation. To solve the problem, we present a new location algorithm with clustering technology by utilizing the geometrical feature of cell layout, time of arrival (ToA) range measurements, and three base stations. The mobile location is estimated by solving the optimal solution of the objective function based on the high density cluster. Simulations study was conducted to evaluate the performance of the algorithm for different NLoS error distributions and various upper bound of NLoS error. The results of our experiments demonstrate that the proposed algorithm is significantly more effective in location accuracy than linear line of position algorithm and Taylor series algorithm, and also satisfies the location accuracy demand of E-911.
\end{abstract}
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\section*{I. Introduction}

The location estimation of a mobile station (MS) in a wireless system has drawn much attention of the researchers in recent years, especially since the U.S. Federal Communication Commission (FCC) mandated cellular providers to generate location estimates for Enhanced-911 (E-911) services [1]. The accuracy requirement of E-911 for phase II is 100 m for \(67 \%\) of the time and 300 m for \(95 \%\) of the time for network-based location system. Many location-based applications include fleet management, package and personnel tracking, locationsensitive billing, intelligent transportation system applications, and so on, are relied on the location technology.

The most widely employed location technology is radio location system that attempts to locate an MS by measuring information between the MS and a set of base stations (BSs). Radio location system can be based on signal strength, angle of arrival (AoA), time of arrival (ToA), or time difference of arrival (TDoA), and can be network or terminal based [2][3]. The accuracy of mobile location schemes depend on the propagation conditions of wireless channels. If line of sight (LoS) propagation exists between the MS and all BSs, a high location accuracy can be achieved. However, the direct path from the MS to a BS is always blocked by buildings and other obstacles in wireless communication systems, so the signal measurements include an error due to the excess path length traveled because of reflection or diffraction, which is termed the NLoS error [4]. Fig. 1 shows the NLoS propagation

between the MS and a BS. The measured distance form MS to BS is denoted as \(l\) and the true distance is \(R\), which can be expressed as
\[
l=R+\mathrm{NLoS} \text { error }
\]

The NLoS error is quite common in all environments, except for rural areas, and causes considerable degradation of location accuracy [5]. Hence many location algorithms focus on identifying and mitigating the NLoS error. Some of these approaches require certain assumptions to be satisfied in order for them to be applicable. NLoS mitigation techniques [4] [6] require distance measurements from MS in a time series and are based on the assumption that the standard deviation of NLoS distance measurements is greater than that for LoS measurements. These techniques may be useful when a mixed measurements set including both LoS and NLoS measurements in the time series. However these algorithms cannot be expected to be effective when the signal propagation is only through NLoS path. The algorithm in [7] uses signa measurements at a set of participating BSs and weighting techniques to mitigate NLoS effects. But if the propagations at all BSs are NLoS, this algorithm cannot improve the location accuracy.

A new linear line of position method (LLoP) is presented in [8] which make it easier estimating the unknown MS location than traditional geometrical approach calculating the intersection of the circular lines of position (LoP) [9]. LLoP algorithm can mitigate the NLoS error as well as the measurement noise, but it needs at least four BSs to achieve better location accuracy, and its performance highly depends on the relative position of MS and BSs. Recently, a constrained
optimization approach is presented in [10] named RSA that utilizes bounds on the NLoS rang error inferred from the geometry of the cell layout and range circles for three BSs. RSA indeed improved the location accuracy in the NLoS environment, but cannot satisfy FCC E-911 demand.

We propose a new location algorithm named density-based clustering algorithm (DCA), which only needs three range measurements, and does not discriminate between NLoS and LoS BSs. DCA analyses the geometrical feature of cell layout, time of arrival (ToA) range measurements, and three base stations, and estimates the mobile location by solving the optimal solution of the objective function modified by the high density cluster. DCA location algorithm can apply to any system based on ToA range measurements or ranging techniques which measured range is greater than true range. The location accuracy of DCA has been greatly improved over previous algorithms.

The remainder of this paper is organized as follows. The proposed algorithm is outlined in Section II. The simulation and result are discussed in Section III, followed by some concluding remarks in Section IV.

\section*{II. Density-Based Clustering Algorithm (DCA)}

For the range measurements using ToA method at the MS from the \(i\) th BS, the range equation can be expressed as
\[
\begin{equation*}
R_{i}=\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}, i=1,2,3 \tag{1}
\end{equation*}
\]
where \(\left(x_{i}, y_{i}\right)\) is the \(i\) th BS location and \((x, y)\) is the true location of MS. Let \(l_{i}\) and \(R_{i}\) indicate the measured ranges and true ranges, respectively. Then \(R_{i}\) can be written in terms of \(l_{i}\) as
\[
\begin{equation*}
R_{i}=\delta_{i} l_{i} \tag{2}
\end{equation*}
\]

Because the NLoS error is positive, the measured range is greater than the true range. Hence, the value of \(\delta_{i}\) is bounded by \(0<\delta_{i} \leq 1\). If and only if there is no NLoS error, \(\delta_{i}\) equals 1. It is assumed that the measurement noise is a zero-mean Gaussian random distribution with relatively small standard deviation and is negligible as compared to the NLoS error.
Squaring the range in (1) and substituting (2) results in
\[
\begin{equation*}
\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}=\delta_{i}^{2} l_{i}^{2}, i=1,2,3 \tag{3}
\end{equation*}
\]

For simplifying equation, we define
\[
\begin{equation*}
[\alpha, \beta, \gamma]=\left\lfloor\delta_{1}^{2}, \delta_{2}^{2}, \delta_{3}^{2}\right\rfloor, 0<\alpha, \beta, \gamma \leq 1 \tag{4}
\end{equation*}
\]

The proposed DCA algorithm utilizes the circle equations and the boundaries of \(\alpha, \beta\), and \(\gamma\) to calculate all the possible locations of MS, defined as candidate points (CPs). The optimal MS location is estimated by applying an objective function which is modified by the high density cluster of CPs.
A. Calculation of Candidate Points

The measured ranges by ToA method expressed as (3) and (4) are circle equations as follows.
\[
\begin{align*}
& \left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}=\alpha l_{1}^{2}  \tag{5}\\
& \left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}=\beta l_{2}^{2}  \tag{6}\\
& \left(x-x_{3}\right)^{2}+\left(y-y_{3}\right)^{2}=\gamma l_{3}^{2} \tag{7}
\end{align*}
\]

Subtracting (6) and (7) from (5), we can respectively obtain the linear equations of \(\mathrm{L}_{12}\) and \(\mathrm{L}_{13}\), as Fig. 2 showed. Calculating the intersection point \((x, y)\) of these two linear equations results in
\[
\begin{align*}
& x=A \alpha+B \beta+C \gamma+D  \tag{8}\\
& y=A^{\prime} \alpha+B^{\prime} \beta+C^{\prime} \gamma+D^{\prime} \tag{9}
\end{align*}
\]

We define
\[
\begin{aligned}
& k=2\left[\left(x_{2}-x_{1}\right)\left(y_{3}-y_{1}\right)-\left(x_{3}-x_{1}\right)\left(y_{2}-y_{1}\right)\right] \\
& k^{\prime}=2\left[\left(y_{2}-y_{1}\right)\left(x_{3}-x_{1}\right)-\left(y_{3}-y_{1}\right)\left(x_{2}-x_{1}\right)\right]
\end{aligned}
\]
and
\[
\begin{aligned}
& A=\frac{\left(y_{3}-y_{2}\right) l_{1}^{2}}{k} \\
& B=\frac{\left(y_{1}-y_{3}\right) l_{2}^{2}}{k} \\
& C=\frac{\left(y_{2}-y_{1}\right) l_{3}^{2}}{k} \\
& D=\frac{\left(y_{2}-y_{3}\right)\left(x_{1}^{2}+y_{1}^{2}\right)+\left(y_{3}-y_{1}\right)\left(x_{2}^{2}+y_{2}^{2}\right)+\left(y_{1}-y_{2}\right)\left(x_{3}^{2}+y_{3}^{2}\right)}{k} \\
& A^{\prime}=\frac{\left(x_{3}-x_{2}\right) l_{1}^{2}}{k^{\prime}} \\
& B^{\prime}=\frac{\left(x_{1}-x_{3}\right) l_{2}^{2}}{k^{\prime}} \\
& C^{\prime}=\frac{\left(x_{2}-x_{1}\right) l_{3}^{2}}{k^{\prime}} \\
& D^{\prime}=\frac{\left(x_{2}-x_{3}\right)\left(x_{1}^{2}+y_{1}^{2}\right)+\left(x_{3}-x_{1}\right)\left(x_{2}^{2}+y_{2}^{2}\right)+\left(x_{1}-x_{2}\right)\left(x_{3}^{2}+y_{3}^{2}\right)}{k^{\prime}}
\end{aligned}
\]

If the intersection point of \(\mathrm{L}_{12}\) and \(\mathrm{L}_{13}\) linear equations is on the circle formed by \(\mathrm{BS}_{i}\) and \(\delta_{i} l_{i}(i=1,2,3)\), we define this point as candidate point (CP). The intersection of the three dotted line circles is the possible location of MS, as shown in Fig. 2.


Fig. 2. The geometry of the three circular equations formed by \(\mathrm{BS}_{i}\) and \(\delta_{i} l_{i}(i=1,2,3)\).

\section*{B. Boundaries of \(\alpha, \beta\), and \(\gamma\)}

When the virtual circles (as the three dotted line circles in Fig. 2) are too small to intersect, the \((x, y)\) calculated by (8) and (9) is no significance. In order to decrease the computing time of candidate points, we bound \(\alpha, \beta\), and \(\gamma\) to omit the nonsignificant calculations. The technique of finding the boundaries of \(\alpha, \beta\), and \(\gamma\) adopted here is identical to the method outlined in [10].

Because the NLoS error is always positive, the measured ranges are greater than the true ranges and the MS location must lie in the region of overlap of the range circles (region enclosed by U, V, W) as shown in Fig. 3.

Let the NLoS range error of the \(\mathrm{BS}_{i}\) be \(\eta_{i}\). Assuming the measured range of \(\mathrm{BS}_{2}\) is LoS, it can be seen that if the true range from \(\mathrm{BS}_{1}\), namely, \(\mathrm{R}_{1}\) is less than \(l_{1}-\overline{A B}\), then the true range circles of \(\mathrm{BS}_{1}\) and \(\mathrm{BS}_{2}\) will not overlap or intersect. But the true range circles should intersect at the MS location, which is impossible, and \(\eta_{1}\), the NLoS error of \(\mathrm{BS}_{1}\), cannot be larger than \(\overline{A B}\). Applying the same argument to the ranges from \(\mathrm{BS}_{2}\) and \(\mathrm{BS}_{3}\), the value of \(\eta_{I}\) cannot be larger than \(\overline{E F}\). Thus, the upper bound of \(\eta_{I}\) is
\[
\max \eta_{1}=\min \{\overline{A B}, \overline{E F}\}
\]

Similarly, the upper bounds of \(\eta_{2}\) and \(\eta_{3}\) are
\[
\max \eta_{2}=\min \{\overline{A B}, \overline{C D}\}
\]
and
\[
\max \eta_{3}=\min \{\overline{C D}, \overline{E F}\}
\]

We know that \(\eta_{1}=l_{1}-R_{1}=\left(1-\delta_{1}\right) l_{1}\) so that \(\delta_{1}=1-\eta_{1} / l_{1}\). Thus the minimum value that \(\delta_{1}\) can take is given by
\[
\min \delta_{1}=1-\frac{\max \eta_{1}}{l_{1}}=1-\frac{\min \{\overline{A B}, \overline{E F}\}}{l_{1}}
\]

From Fig. 2, we can see that


Fig. 3. Geometry of ToA-based location showing measured range circles and the region of overlap in which the MS lies.
\[
\begin{aligned}
& \overline{A B}=l_{1}+l_{2}-L_{12} \\
& \overline{C D}=l_{2}+l_{3}-L_{23} \\
& \overline{E F}=l_{1}+l_{3}-L_{13}
\end{aligned}
\]

Since \(\overline{A B}, \overline{C D}\) and \(\overline{E F}\) are positive, min \(\delta_{1}\) can be written as
\[
\begin{aligned}
& \min \delta_{1}=1-\frac{\min \{\overline{A B}, \overline{E F}\}}{l_{1}} \\
& =1-\frac{\min \left\{l_{1}+l_{2}-L_{12}, l_{1}+l_{3}-L_{13}\right\}}{l_{1}} \\
& =\max \left\{\frac{L_{12}-l_{2}}{l_{1}}, \frac{L_{13}-l_{3}}{l_{1}}\right\}
\end{aligned}
\]

Similarly, the lower bounds of \(\delta_{2}\) and \(\delta_{3}\) also can be written as
\[
\begin{aligned}
& \min \delta_{2}=\max \left\{\frac{L_{12}-l_{1}}{l_{2}}, \frac{L_{23}-l_{3}}{l_{2}}\right\} \\
& \min \delta_{3}=\max \left\{\frac{L_{13}-l_{1}}{l_{3}}, \frac{L_{23}-l_{2}}{l_{3}}\right\}
\end{aligned}
\]

When the range of the MS from a serving BS is small, it is possible that the NLoS error is large enough that the range circle of the serving BS lies fully within the range circle of the other BS, as illustrated in Fig. 4. In this scenario, \(\delta_{i}\) calculated by the previous equations may be negative. So the equations are modified as
\[
\begin{aligned}
& \min \delta_{1}=\max \left\{\frac{L_{12}-l_{2}}{l_{1}}, \frac{L_{13}-l_{3}}{l_{1}}, \rho\right\} \\
& \min \delta_{2}=\max \left\{\frac{L_{12}-l_{1}}{l_{2}}, \frac{L_{23}-l_{3}}{l_{2}}, \rho\right\}
\end{aligned}
\]


Fig. 4. Range circles of \(\mathrm{BS}_{1}\) and \(\mathrm{BS}_{2}\) that do not intersect.
\(\min \delta_{3}=\max \left\{\frac{L_{13}-l_{1}}{l_{3}}, \frac{L_{23}-l_{2}}{l_{3}}, \rho\right\}\)
where \(0<\rho \ll 0.1\), and \(0<\delta_{i} \leq 1\). Therefore, the lower bounds of \(\alpha, \beta\) and \(\gamma\) can be expressed as
\([\min \alpha, \min \beta, \min \gamma]=\left\lfloor\min \delta_{1}^{2}, \min \delta_{2}^{2}, \min \delta_{3}^{2}\right\rfloor\).

\section*{C. Modification of The Objective Function}

The location estimation problem can be formulated as a nonlinear optimization problem. The cost function to be minimized is taken to be the sum of the square of the distances from the MS location to the points of intersections of the range circles closest to it (i.e., points U, V, and W in Fig. 3). The coordinates of \(\mathrm{U}, \mathrm{V}\), and W are \(\left(\mathrm{U}_{x}, \mathrm{U}_{y}\right),\left(\mathrm{V}_{x}, \mathrm{~V}_{y}\right)\), and ( \(\mathrm{W}_{x}\), \(\mathrm{W}_{y}\) ), respectively. The objective function to be minimized for the nonlinear optimization problem is, therefore [10]
\[
\begin{align*}
& f(x, y)=\left(x-U_{x}\right)^{2}+\left(y-U_{y}\right)^{2}+\left(x-V_{x}\right)^{2}+\left(y-V_{y}\right)^{2} \\
& +\left(x-W_{x}\right)^{2}+\left(y-W_{y}\right)^{2} \tag{10}
\end{align*}
\]

The candidate points are all in the region enclosed by \(\mathrm{U}, \mathrm{V}\), and W. However, these points are usually not uniformly distributed. The optimal MS location would probably more likely to appear in a more density distributed subregion within the region \(\mathrm{U}, \mathrm{V}\), and W . This desired subregion enclosed by U ', V', and W' (as shown in Fig. 5) is determined by the densitybased clustering algorithm. Assume that the set of all candidate points for MS is N , and the set of candidate points in subregion is \(M\). The DCA algorithm first randomly assigns \(|\mathrm{M}|\) candidate points to Cluster-A, where \(|\mathrm{M}|\) is the size of M candidate points. The rest \(|\mathrm{N}|-|\mathrm{M}|\) candidate points would be assigned to ClusterB. The area formed by the candidate points of Cluster-A is then calculated. If a candidate point P in Cluster-A replaced by a candidate point Q in Cluster- B would narrow the area of Cluster-A, then P and Q are swapped to form new Cluster-A and Cluster-B. Repeat this process until the area of Cluster-A could no longer be narrowed. Thus, Cluster-A forms the smallest subregion which would have \(|\mathrm{M}|\) candidate points, as Fig. 5 shows the region enclosed by U', V', and W'.


Fig. 5. The overlapping region of the three dotted line circles is the smallest region with most dense candidate points by clustering.

The coordinates of \(\mathrm{U}^{\prime}, \mathrm{V}^{\prime}\) and \(\mathrm{W}^{\prime}\) are \(\left(\mathrm{U}_{x}{ }^{\prime}, \mathrm{U}_{y}{ }^{\prime}\right),\left(\mathrm{V}_{x}{ }^{\prime}, \mathrm{V}_{y}{ }^{\prime}\right)\) and \(\left(\mathrm{W}_{x}, \mathrm{~W}_{y}{ }^{\prime}\right)\), respectively. The objective function is then modified as
\[
\begin{align*}
f(x, y)= & \left(x-U_{x}^{\prime}\right)^{2}+\left(y-U_{y}^{\prime}\right)^{2}+\left(x-V_{x}^{\prime}\right)^{2}+\left(y-V_{y}^{\prime}\right)^{2} \\
& +\left(x-W_{x}^{\prime}\right)^{2}+\left(y-W_{y}^{\prime}\right)^{2} \tag{11}
\end{align*}
\]

\section*{D. Estimation of The Mobile Location}

Since the candidate points are all the possible locations of a mobile station, the location estimation problem can be formulated as a nonlinear optimization problem. The optimal candidate point which minimizes the objective function (11) is the mobile location estimated by the proposed DCA algorithm.

\section*{III. Performance And Simulation Results}

We use the cell layout as shown in Fig. 3 to examine the performance of the DCA location algorithm. The MS location is uniformly distributed within the area covered by the triangle formed by points \(\mathrm{BS}_{1}, \mathrm{BS}_{2}\), and \(\mathrm{BS}_{3}\). The reason for restricting the MS location in this area is that the range measurements are considered only from the three nearest BSs. If the MS location is outside this area, a neighboring BS, not in the set considered, will be closer. All the numerical quantities are expressed in kilometers. The NLoS range errors are modeled as positive random variables having support over \([0,0.4] \mathrm{km}\), generated according to different probability density functions, such as CDSM [11] model, uniform distribution, and normal distribution.

Simulations are performed for cellular environments with cells of radii 1 km . The coordinates of the three \(\mathrm{BSs}^{2}\) are \(\mathrm{BS}_{1}\) : \((0,0), \mathrm{BS}_{2}:(0.866,1.5)\), and \(\mathrm{BS}_{3}:(1.732,0)\). The performance of DCA location algorithm are compared to LLoP algorithm [8] and the Taylor series algorithm (TSA) [9].

Fig. 6 shows the cumulative distribution functions (CDFs) of the average location error of the algorithm when the range errors are generated using CDSM model. The location error of DCA is less than 0.2 km for \(98 \%\) of the time. Whereas LLoP and TSA are for \(70 \%\) and \(50 \%\) of the time for the same location error, respectively. It can be seen that the DCA performs better than both LLoP and TSA for the error model considered. Note that DCA performs well regardless of the NLoS error distribution as shown in Fig. 7, where the CDFs for DCA are nearly identical whether the probability of large NLoS error is high or low.


Fig. 6. The CDF of location error of the DCA, LLoP, TSA algorithms on CDSM NLoS model.


Fig. 7. The CDF of location error of the DCA on CDSM, uniform, and normal NLoS models.

Fig. 8 shows the average location error versus the upper bound on uniform NLoS error. This simulation is performed to examine how the proposed algorithm compares with the other algorithms when the upper bound of NLoS error is varied. It can be seen that the sensitivity of the DCA increases in maximum NLoS magnitude is much less than that for the LLoP and TSA.

\section*{IV. CONCLUSION}

In this paper, a new location algorithm using clustering technique is presented for location estimation using range measurements from only three BSs in the NLoS environments. DCA location algorithm utilizes the geometrical feature of cell layout, ToA range measurements, and three base stations without requiring discrimination between LoS and NLoS. Simulation results show that the location accuracy of DCA is much better than LLoP and TSA algorithms. The location error


Fig. 8. The average location error versus the upper bound on uniform NLoS error
of DCA is less than 0.08 km for \(67 \%\) of the time, and less than 0.15 km for \(95 \%\) of the time. The results of the experiments satisfy the location accuracy demand of E-911.

\section*{Acknowledgment}

This study was supported by the National Science Council, Taiwan, under grant NSC 93-2745-E-110-001.

\section*{REFERENCES}
[1] Revision of the Commissions Rules to Insure Compatibility with Enhanced 911 Emergency Calling Systems, Fed. Commun. Commission (FCC), Washington, DC, Tech. Rep. RM-8143, 1996.
[2] J. Caffery and G. Stuber, "Overview of radiolocation in CDMA cellular systems," IEEE Commun. Mag., vol. 36, pp. 38-45, Apr. 1998.
[3] J. Caffery, Wireless Location in CDMA Cellular Radio Systems. Norwell, MA: Kluwer, 1999.
[4] M.P. Wylie and J. Holtzman, "The nonline of sight problem in mobile location estimation," in Proc. IEEE Int. Conf. Universal Personal Communications (ICUPC'96), vol. 2, pp. 827-831, 1996.
[5] M.I. Silventoinen and T. Rantalainen, "Mobile station emergency locating in GSM," in Proc. IEEE Int. Conf. Personal Wireless Communications, pp. 232-238, 1996.
[6] S.-S. Woo, H. You, and J.-S. Koh, "The NLOS mitigation technique for position location using IS-95 CDMA networks," in Proc. IEEE Vehicular Technology Conf. (VTC'00), vol. 6, pp. 2556-2560, 2000.
[7] P.-C. Chen, "A nonline-of-sight error mitigation algorithm in location estimation," in Proc. IEEE Wireless Communication and Networking Conf. (WCNC'99), pp. 316-320, 1999.
[8] J. Caffery, "A new approach to the geometry of TOA location," in Proc. IEEE Vehicular Technology Conf. (VTC'00), pp. 1943-1949, 2000.
[9] W. Foy, "Position-location solutions by Taylor series estimation," IEEE Trans. Aerosp. Electron. Syst., vol. AES-12, pp. 187-193, Mar. 1976.
[10] S. Venkatraman, J. Caffery, and H.-R. You "A novel ToA location algorithm using LoS range estimation for NLoS environments," IEEE Transactions on Vehicular Technology, vol. 53, pp.1515-1524, Sep. 2004.
[11] P. van Rooyen, M. Lotter, and D. van Wyk, Space-Time Processing for CDMA Mobile Communications. New York: Kluwer, 2000.

\title{
A Simplified and Systematic Technique to Develop and Implement PLC Program for a Control Process
}

\author{
Aamir Hanif, Muhammad Ahmad Choudhry, Senior Member IEEE and Tahir Mahmood \\ Department of Electrical Engineering \\ University of Engineering and Technology \\ Taxila, Pakistan.
}

\begin{abstract}
Programmable logic controllers (PLCs) have made it possible to precisely control large process machines and driven equipment with less physical wiring and lower installation costs than required with standard electromechanical relays, pneumatic timers, drum switches, and so on. The programmability allows for fast and easy changes in relay ladder logic to meet the changing needs of the process or driven equipment without the need for expensive and time consuming rewiring.

In this paper a target to develop, simulate and, implement PLC software for automation of a water treatment plant is achieved. The algorithm developed in this paper may be used to develop PLC based software for any control process.
\end{abstract}

\section*{I. INTRODUCTION}

Automatic control of a system requires that output of the system may be maintained at a desired magnitude or changed to some desired value without human interference. The field of automatic control system is under rapid development and has a promising future [1]. PLC based automation is a replacement for the hardwired relay and timer logic found in traditional control panels. PLCs provide ease and flexibility of control based on programming and executing simple logic instructions. PLCs have internal functions such as timers; counters and shift registers making sophisticated control possible with even small size PLCs.
A PLC is modular, reconfigurable and programmable controller which is a user-friendly electronic computer that carries out control functions of many types and levels of complexity [2]. The programmable controller operates by examining the input signals from a process and carryout logic instructions on these input signals, producing output signals to drive the process. Standard interfaces built in to PLCs allow them to be directly connected to process actuators and transducers (e.g. Pumps and valves) without the need for intermediate circuitry or relays.

Using PLCs, it is possible to modify a control system without having to disconnect or re-route a single wire. The requirement is to just change the control program using a keypad or Human Machine Interface (HMI) terminal. Programmable controllers also require shorter installation and commissioning times than do hardwired systems.

Although PLCs are similar to conventional computers in terms of hardware technology, however the specific features suite to industrial control.
The main features that suit industrial environment include:
1. Rugged, noise immune equipment.
2. Modular plug-in construction.
3. Standard input/output connection and signal levels.
. Easily understood programming languages.
5. Ease of programming and reprogramming the PLC as per requirement.

These features make programmable controllers highly desirable in a wide variety of industrial situations.

Unfortunately the lack of standardization coupled with continually changing technology has made PLC common nightmare of incompatible protocols and physical networks. During 1980s an attempt was made to standardize communications with General Motors manufacturing automotive protocol. It was a time for reducing the size of PLC and making them programmable through symbolic programming on personal computers, instead of dedicated programming terminals.

IEC has recently standardized programmable controllers and their associated peripherals to facilitate automation industry. The commission has developed a series of standards (IEC-61131 series [7]-[12]) to address salient issues and problems confronting the automation industry. It also provides guidelines for the implementation of programming languages in programmable controller and their programming support environment.

\section*{II. PROBLEM STATEMENT}

In Pakistan, the Karachi Development Authority has to supplement its resources for drinking water from two new projects. These projects are located at Hub and Pepri near Karachi. This research work is related to one of many applications of Programmable Logic Controllers (PLCs) for the water treatment plants in these locations. PLC based software for backwash water treatment process used for the above mentioned projects is developed.

\section*{III. METHODOLOGY}

The concept of controlling a plant is a simplistic in nature. It involves a systematic approach by following the operation procedure as shown in Fig. 1. The algorithm involves the following steps.

\section*{A. Determine the Sequence of Operation}

We have to identify the equipment or the system to be controlled. The ultimate purpose of the programmable controller will be to control an external system. The system to be controlled may be machine, equipment, or process to be controlled [4].

The movement of the controlled system is monitored in real time by the input devices. It gives a specified condition and sends a signal to the programmable controller. The programmable controller outputs a signal to the external output devices which actually controls the movement of the controlled system as specified and thus achieves the extended control action [3]. In simple, one needs to determine the sequence of operation by developing flowchart.

\section*{B. Assignment of Inputs and Outputs}

All external input and output devices to be connected to the programmable controllers must be determined. The input devices are the various switches, sensors and timers. The output devices are the solenoids, electromagnetic valves, motor indicators and likewise.
After identifying all the INPUT and OUTPUT devices, the numbers corresponding to the INPUT and OUTPUT of the particular programmable controller will be assigned. The actual wiring will follow the numbers of the programmable controller.

The assigning of INPUT and OUTPUT numbers must be carried out before writing the ladder diagram because the number dictate what is the precise meaning of the contacts in the ladder diagram [5].

\section*{C. Develop Timing Diagram}

Timing diagram is developed to show the length of occurrence of signals (I/O signals) of control process.

\section*{D. Develop Flow Chart}

Flow chart is drawn considering the sequence of operation of control process

\section*{E. Writing of the Program}

Write the ladder program by following the control system sequence of operation as determined by step \(A\).

\section*{IV. PROGRAMMING SEQUENCES}

A programmable controller has the following software design procedure.
1. The process is described.
2. Input, Outputs are defined for control process.
3. This description by considering I/Os is translated into a flow chart or function diagram.
4. Finally this flowchart is converted into ladder logic format and then programmed into the PLC.


Fig. 1. A systematic approach to develop PLC based software
The verbal or written description of an automatic process is usually long and difficult to follow. The complete process is more easily understood when divided into a number of selfcontained sub-units or sub-processes. Each sub-unit can then be constructed from sequences and interlocks to create the required function.
Several options exists e.g. relay logic diagrams, logic schematics, flowcharts and function charts. Choice of a particular method depends mainly on previous experience and the nature of the application [6].

\section*{V. SEQUENCE OF OPERATION FOR BACKWASH WATER TREATMENT PLANT}

After fulfilling the pre-requisites for automatic operation and the start up sequence, we converted detailed theoretical description of sequence of operation for backwashing a filter in steps, so that flow chart and hence software can be easily developed.

\section*{A. Initiation of a Backwash}

Three methods for initiating backwashing sequence will be available.
1) Timed wash/automatic initiation: The filter will be washed in sequence by a timer, which will be adjusted from 12 to 36 hours.
2) Manual initiation: it will be initiated from the key operated pushbuttons on the front of the filter consoles.
3) Semi-Automatic initiation: This method is explained in Fig. 3.

\section*{B. Filter Backwash Sequence}

The wash sequence will consists of the following steps as described below. The condition which must be met before jumping from one step to next is listed in each step.

Step 1. i) Signal the appropriate "filter washing" lamp on the filter console.
ii) Signal the inlet penstock (V202/X) to close and confirmed.
iii) Start the filter drain down period, which is 30 minute from closing the filter inlet penstock.
Inlet penstock closed
End of Step 1.
Step 2. Signal the filter outlet valve (V-204/X) to close and confirmed.
Inlet penstock closed
Outlet valve closed
End of step 2.
Step 3. Signal the wash water outlet penstock (V-203/X) to open and confirmed.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
End of Step 3.
Step 4. i) Signal the air scour inlet valve (V-207/X) to open and confirmed.
ii) Signal the air dump valve (V-228) to open and confirmed.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Air dump valve opened
End of Step 4.
Step 5. Signal the two duty air blower (B200/X \& B200/X) to run in sequence. And confirm they are running.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Air dump valve opened
Duty air scour blowers running
End of Step 5.
Step 6. Signal the air dump valve to close and confirm it is closed. Inlet penstock closed

Outlet valve closed
Wash water outlet penstock closed
Air scour inlet valve opened
Air dump valve closed
Duty air scour blowers running
Timer Expired
End of Step 6.
Step 7. Initiate a timer (for running of air blowers) which is adjustable but initially set at 30 to 60 seconds.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Duty air scour blowers running
Timer Expired
End of Step 7.
Step 8. Signal the backwash water inlet Valve (V206/X) to open and confirmed.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Duty air scour blowers running
Back wash water inlet valve opened
End of Step 8.
Step 9. Signal the \(1^{\text {st }}\) duty backwash pump (P200/X) to run and at the same time, signal the backwash water inlet valve to open and confirm running.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Backwash water inlet valve opened
Duty air scour blowers running
\(1^{\text {st }}\) duty backwash pump running
End of Step 9.
Step 10. Initiate a timer (for running of air blowers with one backwash pump) which is adjustable but initially set at 6 minutes.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve opened
Backwash water inlet valve opened
Duty air scour blowers running
\(1^{\text {st }}\) duty backwash pump running
End of Step 10.
Step 11. i) Signal the duty air scour blowers to stop in sequence.
ii) Signal the air scour inlet valve to close.

Inlet penstock closed
Outlet valve closed

Wash water outlet penstock opened
Air scour inlet valve closed
Backwash water inlet valve opened
Duty air scour blowers stopped
\(1^{\text {st }}\) duty backwash pump running
End of Step 11.
Step 12. Signal the second duty back wash pump (P200/X) to run and confirm running.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve closed
Backwash water inlet valve opened
\(1^{\text {st }}\) duty backwash pump running
\(2^{\text {nd }}\) duty backwash pump running
End of Step 12
Step 13. Initiate a timer (for running of back wash pumps together) which is adjustable but initially set at 11 minute.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve closed
Backwash water inlet valve opened
\(1^{\text {st }}\) duty backwash pump running
\(2^{\text {nd }}\) duty backwash pump running
Timer expired
End of Step 13.

Step 14. Signal the duty backwash pump to stop in sequence. Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Air scour inlet valve closed
Backwash water inlet valve opened
\(1^{\text {st }}\) duty backwash pump stopped
\(2^{\text {nd }}\) duty backwash pump stopped
End of Step 14.
Step 15. Signal the backwash water inlet valve to close and confirm closed.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock opened
Backwash water inlet valve opened End of Step 15

Step 16. Signal the wash water outlet penstock to close and confirm that it is closed.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock closed
Air scour inlet valve closed
Backwash water inlet valve closed
End of Step 16

Step 17. Signal the filter inlet penstock to open and confirm that it is opened
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock closed
Air scour inlet valve closed
Backwash water inlet valve closed
End of Step 17.
Step 18. Signal the filter outlet valve to open and open it in incremental step and confirm that it has opened. This will take about \(15-30\) minutes and allows for a slow start.
Inlet penstock closed
Outlet valve closed
Wash water outlet penstock closed
Air scour inlet valve closed
Backwash water inlet valve closed
End of Step 18.
Step 19. i) Remove the signal "filter washing" lamp on the filter console.
ii) Initiate the "time since last wash" timer for that filter.

\section*{C. Backwash sequence failure}

Any failure in the backwash sequence will initiate the "backwash sequence fail" lamp on the front of the filter control consoles (FCC). It will also initiate a common kalaxon located in the filter building.

\section*{VI. SOFTWARE DEVELOPMENT}

After defining the backwash water treatment process, we determined the inputs and outputs from the sequence of operation for backwash water treatment plant. These are for the CQM1 PLC (Master PLC in our control process) and the CPM2A-60CDR PLCs (Slave PLCs in our control process). Inputs for Master CQMI PLC are shown in Table I whereas I/O tables for slave CPM2A-60CDR PLCs are shown in Table II and Table III. Corresponding address numbers for each input and output for these PLCs were also given. Timing diagram/chart for filter backwash sequence is also drawn in Fig. 2. Flow chart was developed by considering the sequence of operation for backwash water treatment plant. The block diagram of the control process is also shown in Fig. 3. After it, ladder diagram program was written by following the steps of control system sequence of operation as written in section V and flow chart developed

Now we applied power to the programmable controller. Depending on the type of programmable controller, an I/O generation to prepare the system configuration was done After that, we entered our program in the memory by computer aided ladder software tool (OMRON CXprogrammer). We then checked for any coding errors by means of diagnostic function after completion of programming.


Fig. 2. Timing chart for filter backwashing sequence

We also simulated the whole operation by means of OMRON CX-Simulator software to see that, it is all right.

Before the start push-button was pressed, thoroughly we ensured that the input and output wiring were correctly connected according to the I/O assignment. Once confirmed, the actual operations of the PLCs were started. We debugged along the way and fine tuned the control system. Test run was done thoroughly until it was safe to operate by anyone.

\section*{VII. DISCUSSIONS AND CONCLUSIONS}

Ladder programs are being developed to control simple actions or equipment. The amount of planning and actual design work for these short programs is minimal, mainly because there is no requirement to link with other actions or sections within the program. The ladder networks involved are small enough to be easily understood in terms of circuit representation or operation. In practice circuits are not limited to AND or OR gates, often involving mixed logic functions together with the many other programmable functions provided by modern programmable controllers.

When larger and more complex control operations have to be performed, it quickly becomes apparent that an informal and unstructured approach to software design will only result in programs that are difficult to understand, modify, and trouble shoot and the document. The originator of such software may possess an understanding of its operation, but this knowledge is unlikely to remain after even a short period of time away from that system.

In terms of design methodology, ladder programming is no different from conventional computer programming. Thus, considerable attention was given to:
- Task definition/specification.
- Software design techniques.
- Documentation.
- Program testing.

The goal of this research was to develop PLC based software for controlling a backwash water treatment plant. The reason of developing PLC based software for control process was that PLC can be easily programmed to produce its control function instead of having to be laboriously hardwired as required in relay logic control system. The algorithm developed in this software may be used to develop PLC based software for any control process.

The main contribution to this research is to demonstrate how the PLC based software's can be developed for automatic control process; because PLC can control from a simple pick and place system to a much complex servo positioning system.

We simulated the Software developed by latest OMRON CX-Simulator software and errors were removed and finally program was run by giving \(\mathrm{i} / \mathrm{ps}\) and examining \(\mathrm{o} / \mathrm{ps}\) to yeild required results.

Before this simulation software it was very difficult to test software developed. The difficulty was, because if developed PLC software uses more than \(50 \mathrm{I} / \mathrm{Os}\), than we need large size PLC (in terms of I/Os) to check our software developed. With the help of this simulation software, ladder programmed developed for upto \(5000 \mathrm{I} / \mathrm{Os}\) can be simulated.

Although the software which we have developed for backwash water treatment plant yield the required results, but this software can be further improved /shortened by using different control logical techniques/strategies using PLC instruction set and different functions depending upon the PLC programmer experience and logical approach.

Also we noted that for a large complex control system where software developed is very long, the processing speed of the PLC reduces and even some times the processing time is much greater. Thus along with flexibility to handle data acquisition, speed has become another important development in PLC and I/O technology. Therefore there is need to improve
the performance of the PLCs for large complex control systems.
Programming a PLC is not difficult, but time must be spent to become familiar with the programming device, the software, and the programming techniques used by various PLC manufacturers.
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Fig. 4. CX-programmer window


Fig. 3. Block diagram for backwash water treatment control process

TABLE I
\begin{tabular}{|c|c|c|c|c|c|}
\hline S.No & WIRE COLOR & WIRE\# & PLC ADDRESS & VOLTAGEE & INPUT FROM \\
\hline 01 & BLUE & MX0100 & 00000 & 24VDC & RUNNIG SIGNAL FOR F-200/1 \\
\hline 02 & BLUE & MX0101 & 00001 & 24VDC & RUNNIG SIGNAL FOR F-200/2 \\
\hline 03 & BLUE & MX0102 & 00002 & 24 VDC & RUNNIG SIGNAL FOR F-200/3 \\
\hline 04 & BLUE & MX0103 & 00003 & 24VDC & RUNNIG SIGNAL FOR F-200/4 \\
\hline 05 & BLUE & MX0104 & 00004 & 24VDC & RUNNIG SIGNAL FOR F-200/5 \\
\hline 06 & BLUE & MX0105 & 00005 & 24VDC & RUNNIG SIGNAL FOR F-200/6 \\
\hline 07 & BLUE & MX0106 & 00006 & 24VDC & RUNNIG SIGNAL FOR F-200/7 \\
\hline 08 & BLUE & MX0107 & 00007 & 24VDC & RUNNIG SIGNAL FOR F-200/8 \\
\hline 09 & BLUE & MX0108 & 00008 & 24VDC & RUNNIG SIGNAL FOR F-200/9 \\
\hline 10 & BLUE & MX0109 & 00009 & 24VDC & AIR DUMP VAL V-228(OPEN) \\
\hline 11 & BLUE & MX0110 & 00010 & 24VDC & AIR DUMP VAL V-228(CLOSE) \\
\hline 12 & BLUE & MX0111 & 00011 & 24VDC & START \\
\hline 13 & BLUE & MX0112 & 00012 & 24VDC & STOP/ EMERGENCY STOP \\
\hline 14 & BLUE & MX0113 & 00013 & 24VDC & RESTART \\
\hline 15 & BLUE & MX0114 & 00014 & 24VDC & FAULT ACKNOWLEDGE \\
\hline 16 & BLUE & MX0115 & 00015 & 24VDC & LS-203(LEVEL SWITCH)LOW WATER LEVEL \\
\hline 17 & BLUE & MX0200 & 00100 & 24VDC & LS-203(LEVEL SWITCH)HIGH WATER LEVEL \\
\hline 18 & BLUE & MX0201 & 00101 & 24VDC & BLOWER DUTY SELECTOR SWITCH(POSITON 1) \\
\hline 19 & BLUE & MX0202 & 00102 & 24VDC & BLOWER DUTY SELECTOR SWITCH(POSITON 2) \\
\hline 20 & BLUE & MX0203 & 00103 & 24 VDC & BLOWER DUTY SELECTOR SWITCH(POSITON 3) \\
\hline 21 & BLUE & MX0204 & 00104 & 24 VDC & PUMP DUTY SELECTOR SWITCH(POSITON 1) \\
\hline 22 & BLUE & MX0205 & 00105 & 24 VDC & PUMP DUTY SELECTOR SWITCH(POSITON 2) \\
\hline 23 & BLUE & MX0206 & 00106 & 24VDC & PUMP DUTY SELECTOR SWITCH(POSITON 3) \\
\hline 24 & BLUE & MX0207 & 00107 & 24VDC & AIR SCOUR BLOWER B-200/1 SWITCHED REMOTE POSITION \\
\hline 25 & BLUE & MX0208 & 00108 & 24VDC & AIR SCOUR BLOWER B-200/2 SWITCHED REMOTE POSITION \\
\hline 26 & BLUE & MX0209 & 00109 & 24VDC & AIR SCOUR BLOWER B-200/3 SWITCHED REMOTE POSITION \\
\hline 27 & BLUE & MX0210 & 00110 & 24VDC & BACK WASH PUMP P-200/1 SWITCHED REMOTE POSITION \\
\hline 28 & BLUE & MX0211 & 00111 & 24VDC & BACK WASH PUMP P-200/2 SWITCHED REMOTE POSITION \\
\hline 29 & BLUE & MX0212 & 00112 & 24VDC & BACK WASH PUMP P-200/3 SWITCHED REMOTE POSITION \\
\hline 30 & BLUE & MX0213 & 00113 & 24VDC & AIR SCOUR BLOWER B-200/1 SWITCHED AUTO POSITION \\
\hline 31 & BLUE & MX0214 & 00114 & 24VDC & AIR SCOUR BLOWER B-200/1 SWITCHED AUTO POSITION \\
\hline 32 & BLUE & MX0215 & 00115 & 24VDC & AIR SCOUR BLOWER B-200/1 SWITCHED AUTO POSITION \\
\hline 33 & BLUE & MX0300 & 00200 & 24VDC & BACK WASH PUMP P-200/1 SWITCHED AUTO POSITION \\
\hline 34 & BLUE & MX0301 & 00201 & 24VDC & BACK WASH PUMP P-200/2 SWITCHED AUTO POSITION \\
\hline 35 & BLUE & MX0302 & 00202 & 24VDC & BACK WASH PUMP P-200/3 SWITCHED AUTO POSITION \\
\hline 36 & BLUE & MX0303 & 00203 & 24VDC & V-228 AIR DUMP VALVE SWITCHED AUTO \\
\hline 37 & BLUE & MX0304 & 00204 & 24VDC & V-228 AIR DUMP VALVE SWITCHED REMOTE \\
\hline 38 & BLUE & MX0305 & 00205 & 24VDC & TRIPPED SIGNAL FOR BACK WASH PUMP P-200/1 \\
\hline 39 & BLUE & MX0306 & 00206 & 24VDC & TRIPPED SIGNAL FOR BACK WASH PUMP P-200/2 \\
\hline 40 & BLUE & MX0307 & 00207 & 24VDC & TRIPPED SIGNAL FOR BACK WASH PUMP P-200/3 \\
\hline 41 & BLUE & MX0308 & 00208 & 24VDC & TRIPPED SIGNAL FOR AIR SCOUR BLOWER B-200/1 \\
\hline 42 & BLUE & MX0309 & 00209 & 24VDC & TRIPPED SIGNAL FOR AIR SCOUR BLOWER B-200/2 \\
\hline 43 & BLUE & MX0310 & 00210 & 24VDC & TRIPPED SIGNAL FOR AIR SCOUR BLOWER B-200/3 \\
\hline 44 & BLUE & MX0311 & 00211 & 24VDC & STOP SIGNAL FOR BACK WASH PUMP200/1 \\
\hline 45 & BLUE & MX0312 & 00212 & 24VDC & STOP SIGNAL FOR BACK WASH PUMP \(200 / 2\) \\
\hline 46 & BLUE & MX0313 & 00213 & 24VDC & STOP SIGNAL FOR BACK WASH PUMP200/3 \\
\hline 47 & BLUE & MX0314 & 00214 & 24VDC & STOP SIGNAL FOR AIR SCOUR BLOWER B-200/1 \\
\hline 48 & BLUE & MX0315 & 00215 & 24VDC & STOP SIGNAL FOR AIR SCOUR BLOWER B-200/2 \\
\hline 49 & BLUE & MX0400 & 00300 & 24VDC & STOP SIGNAL FOR AIR SCOUR BLOWER B-200/3 \\
\hline 50 & BLUE & MX0401 & 00301 & 24VDC & AIR DUMP VALVE V-228 FAULT SIGNAL \\
\hline 51 & BLUE & MX0402 & 00302 & 24VDC & SPARE \\
\hline 52 & BLUE & MX0403 & 00303 & 24VDC & SPARE \\
\hline 53 & BLUE & MX0404 & 00304 & 24VDC & SPARE \\
\hline 54 & BLUE & MX0405 & 00305 & 24VDC & SPARE \\
\hline 55 & BLUE & MX0406 & 00306 & 24VDC & SPARE \\
\hline 56 & BLUE & MX0407 & 00307 & 24VDC & SPARE \\
\hline 57 & BLUE & MX0408 & 00308 & 24VDC & SPARE \\
\hline 58 & BLUE & MX0409 & 00309 & 24VDC & SPARE \\
\hline 59 & BLUE & MX0410 & 00310 & 24VDC & SPARE \\
\hline 60 & BLUE & MX0411 & 00311 & 24VDC & SPARE \\
\hline 61 & BLUE & MX0412 & 00312 & 24VDC & SPARE \\
\hline 62 & BLUE & MX0413 & 00313 & 24VDC & SPARE \\
\hline 63 & BLUE & MX0414 & 00314 & 24VDC & SPARE \\
\hline 64 & BLUE & MX0415 & 00315 & 24VDC & SPARE \\
\hline
\end{tabular}

TABLE II
SLAVE PLC/X ALL INPUT DETAIL
\begin{tabular}{|c|c|c|c|c|c|}
\hline S.NO & \[
\begin{gathered}
\text { WIRE } \\
\text { COLOUR } \\
\hline
\end{gathered}
\] & WIRE\# & PLC ADDRESS & VOLTAGE & INPUT FORM \\
\hline 01 & BLUE & SXN00 & 0000 & 24VDC & S/S KEY OPERATED POSITION 1 (AUTO) \\
\hline 02 & BLUE & SXN01 & 0001 & 24VDC & S/S KEY OPERATED POSITION 2 (SEMI AUTOMAIC) \\
\hline 03 & BLUE & SXNO2 & 0002 & 24VDC & S/SKEY PERATED POSITION 3 (MANUAL) \\
\hline 04 & BLUE & SXNO3 & 0004 & 24VDC & COLSE CONFIRMATION OF PENSTOCK V-202/X \\
\hline 05 & BLUE & SXN04 & 0005 & 24VDC & OPEN CONFIRMATION OF PENSTOCK V-203/X \\
\hline 06 & BLUE & SXN05 & 0006 & 24VDC & PEN CONFIRMATION OF PENSTOCK V-203/X \\
\hline 07 & BLUE & SXNO6 & 0010 & 24 VDC & CLOSE CONFIRMATION OF VALVE V-204/X \\
\hline 08 & BLUE & SXN07 & 0008 & 24VDC & OPEN CONFIRMATION OF VALVE V-204/X \\
\hline 09 & BLUE & SXN08 & 00011 & 24VDC & CLOSE CONFIRMATION OF VALVE V-206/X \\
\hline 10 & BLUE & SXN09 & 00100 & 24VDC & OPEN CONFIRMATION OF VALVE V-206/X \\
\hline 11 & BLUE & SXN10 & 00101 & 24VDC & CLOSE CONFIRMATION OF VALVE V-207/X \\
\hline 12 & BLUE & SXN11 & 00102 & 24VDC & OPEN COFIRMATION OF VALVE V-207 \\
\hline 13 & BLUE & SXN12 & 0013 & 24VDC & AUTO(LOOP INPUT)FOR ALL VALVES \&PENSTOCK \\
\hline 14 & BLUE & SXN13 & 0014 & 24VDC & REMOTE CONTROL(LOOP I/P) FOR ALL VALVES\&PENSTOCKS \\
\hline 15 & BLUE & SXN14 & 0015 & 24VDC & START KEY OPERATED P.B \\
\hline 16 & BLUE & SXN14 & 00103 & 24VDC & RESTART \\
\hline 17 & BLUE & SXN15 & 00104 & 24VDC & V-202/X FAULT INDICATION \\
\hline 18 & BLUE & SXN16 & 00105 & 24VDC & V-203/X FAULT INDICATION \\
\hline 19 & BLUE & SXN17 & 00106 & 24VDC & V-204/X FAULT INDICATION \\
\hline 20 & BLUE & SXN18 & 00107 & 24VDC & V-206/X FAULT INDICATION \\
\hline 21 & BLUE & SXN19 & 00108 & 24VDC & V-207/X FAULT INDICATION \\
\hline 22 & BLUE & SXN20 & 00109 & 24VDC & SPARE \\
\hline 23 & BLUE & SXN21 & 00110 & 24VDC & SRARE \\
\hline 24 & BLUE & SXN22 & 00111 & 24VDC & SPARE \\
\hline 25 & BLUE & SXN23 & 01200 & 24VDC & SPARE \\
\hline 26 & BLUE & SXN24 & 01201 & 24VDC & SPARE \\
\hline 27 & BLUE & SXN25 & 01202 & 24VDC & SPARE \\
\hline 28 & BLUE & SXN26 & 01203 & 24VDC & SPARE \\
\hline 29 & BLUE & SXN27 & 01204 & 24VDC & SPARE \\
\hline 30 & BLUE & SXN28 & 01205 & 24VDC & SPARE \\
\hline 31 & BLUE & SXN29 & 01206 & 24VDC & SPARE \\
\hline 32 & BLUE & SXN30 & 01207 & 24VDC & SPARE \\
\hline 33 & BLUE & SXN31 & 01208 & 24VDC & SPARE \\
\hline 35 & BLUE & SXN32 & 01209 & 24VDC & SPARE \\
\hline 36 & BLUE & SXN33 & 01210 & 24VDC & SPARE \\
\hline \multicolumn{6}{|l|}{N=SLAVE\#1 TO SLAVE \#20} \\
\hline V-*** & WHERE & \multicolumn{2}{|l|}{- \(1----------20\) (FILTERNUMBER) TABLE III} & TABLE II C/X ALL OU & X= VALVES \& PENSTOCK NUMBER. \\
\hline
\end{tabular}
\begin{tabular}{|l|c|c|c|l|l|}
\hline S.NO & WIRE COLOURE & WIRE\# & PLC ADDRESS & VOLTAGE & OUT PUT TO \\
\hline 01 & BROWN & SYN00 & 01000 & 110 VAC & FILTER WASHING LAMP AT FCC/X\& MIMICS \\
\hline 02 & BROWN & SYN01 & 01001 & 110 VAC & FILTER IN SERVICE LAMP AT FCC/X \& MIMICS \\
\hline 03 & BROWN & SYN02 & 01002 & 110 VAC & V-202/X (CLOSE) \\
\hline 04 & BROWN & SYN03 & 01003 & 110 VAC & V- 202/X( OPEN ) \\
\hline 05 & BROWN & SYN04 & 01004 & 110 VAC & V-203/X( CLOSE ) \\
\hline 06 & BROWN & SYN05 & 01005 & 110 VAC & V-203/X( OPEN) \\
\hline 07 & BROWN & SYN06 & 01006 & 110 VAC & V-204/X (CLOSE ) \\
\hline 08 & BROWN & SYN07 & 01007 & 110 VAC & V-204/X (OPEN) \\
\hline 09 & BROWN & SYN08 & 01100 & 110 VAC & V-206/X (CLOSE) \\
\hline 10 & BROWN & SYN09 & 01101 & 110 VAC & V-206/X (OPEN) \\
\hline 11 & BROWN & SYN10 & 01102 & 110 VAC & V-207/X (CLOSE) \\
\hline 12 & BROWN & SYN11 & 01103 & 110 VAC & V-207/X (OPEN) \\
\hline 13 & BROWN & SYN12 & 01104 & 110 VAC & BACK WASH FALIURE INDICATIN \\
\hline 14 & BROWN & SYN13 & 01105 & 110 VAC & FILTER OUT OF SERVICE OF FCC/X TO MIMICS \\
\hline 15 & BROWN & SYN14 & 01106 & 110 VAC & KALAXOL ACTIVATE \\
\hline 16 & BROWN & SYN15 & 01107 & 110 VAC & SIGNAL THE 1 ST AIR BLOWER TO RUN IN SEQUENCE \\
\hline 17 & BROWN & SYN16 & 01200 & 110 VAC & SIGNAL TO 2 \({ }^{\text {ND }}\) DUTY AIR BLOWER TO RUN \\
\hline 18 & BROWN & SYN17 & 01201 & 110 VAC & SIGNAL THE 1 \({ }^{\text {ST }}\) DUTY BACKWASH PUMP TO RUN \\
\hline 19 & BROWN & SYN18 & 01202 & 110 VAC & V-228(OPEN) \\
\hline 20 & BROWN & SYN19 & 01203 & 110 VAC & V-228(CLOSED) \\
\hline 21 & BROWN & SYN20 & 01204 & 110 VAC & SIGNAL 2 \({ }^{\text {ND }}\) DUTY BACKWASH TO RUN \\
\hline 22 & BROWN & SYN21 & 01205 & 110 VAC & SPARE \\
\hline 23 & BROWN & SYN22 & 01206 & 110 VAC & SPARE \\
\hline
\end{tabular}
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\begin{abstract}
The solution of a problem of mathematical description of heat exchange, gas dynamics and the physicochemical phenomena taking place in blast furnace in their correlations, and some its application for study of processes, defining reduction of metals from multicomponent iron ores are considered.
\end{abstract}

\section*{1. Introduction}

Exploration of heat and mass transfer phenomena in a blast furnace with the purpose of determination of reserves of effectiveness of its work - drop of a coke rate and a raise of efficiency - is connecting with major financial, technological and engineering difficulties. Therefore use of mathematical models on study of blast furnace smelting, system engineering monitoring and control of a blast-furnace smelting operation is great importance. The role of mathematical models will increase at a shortage of the information on the phenomena happening in the blast furnace, such as temperatures of charge (material) and gas, pressure and composition of gas, a degree of reduction of iron in volume of the blast furnace.

\section*{2. Mathematical model}

\subsection*{2.1. Formulating of a problem}

The physical formulation of a problem consists in the following [1] (fig. 1). In a shaft furnace in radius \(R_{0}\) and height \(H_{F}\) a continuous stream of gas and a material towards each other along streamlines with initial temp eratures \(t_{G}{ }^{\prime}\) and \(t_{M}{ }^{\prime}\), accordingly are move. Is supposed the tuyere fireplace located on distance \(L_{T u}\) from a wall of the furnace, serves as a point source of gas and a drain of material. Heat capacity of gas \(W_{G}\), an integral transfer coefficient of mass exchange \(K_{\Sigma V}\)
and integral coefficient of heat-away \(\alpha_{\Sigma V}\) are functions of length of streamlines \(h\), i.e. velocities of gas. Temperatures of the beginning of softening and melting of a material, dependent on chemical and mineralogical composition, are function of a degree of reduction.


Figure 1. Mathematical formulating of a problem of making of mathematical model of blast furnace process: \(H_{F}\) and \(R_{0}\) - height of a charge layer and radius of the furnace; \(L_{T u}\) - distance from a wall of the furnace up to the center of tuyere fireplace; \(\vec{V}_{M}\) and \(\vec{V}_{G}\) - vectors of speeds of material (charge) and gas; \(t_{M}^{\prime}\) and \(t_{G}^{\prime}\) - temperatures of material and gas on an input in a layer; \(h_{i}\) - distance from a charge level up to a calculation point lengthways \(i\)-streamline.

\subsection*{2.2. Mathematical model of gas dynamics}

The velocity vector of gas in any point is defined on equation [1]
\[
\begin{equation*}
\vec{V}_{G}=\frac{2 k_{P} V_{G E_{g}} \kappa_{2} \sqrt{1-\delta^{2} k_{2}^{2}} \operatorname{sn}\left(\frac{\mathrm{~K}_{1}}{H_{F}} \vec{Z}, k_{I}\right)}{\pi\left[\delta^{2}+\left(1-\delta^{2}\right)\right] \mathrm{sn}^{2}\left(\frac{\mathrm{~K}_{1}}{H_{F}} \vec{Z}, k_{I}\right)} . \tag{1}
\end{equation*}
\]

Here \(K_{1}\) is full elliptic integral of the first sort with the module \(k_{1} ; K_{2}\) is full elliptic integral of the first sort with the module \(k_{2} ; V_{G E g}\) is average speed of gas in the horizontal section of furnace shaft, \(\mathrm{m} / \mathrm{s} ; k_{P}\) is the factor which is taking into account a nonlinear dependence of pressure drop on height of a blast furnace;
\[
\begin{equation*}
\delta=\operatorname{sn}\left(\frac{K_{1}}{R_{0}} L_{T_{u}}, k_{2}\right) . \tag{2}
\end{equation*}
\]

Results of calculation are images on display, namely gas dynamics grids of movement (fig. 2) which is non-uniform, and a field of speeds of gas, i.e. value of speeds in units of a grid on the basis of which lines of equal speeds are calculated.


Figure 2. Gas dynamics grid of movement (volume of blast furnace is \(5500 \mathrm{~m}^{3}\) ).

\subsection*{2.3. Model of heat exchange}

Values of temperatures of material \(t_{M}\) and gas \(t_{G}\) at any point of blast furnace are calculated [1]:
\[
\left.\begin{array}{l}
t_{\mathrm{G}}(h)=B+A \int_{0}^{h} \frac{\alpha_{s v}(h) S(h)}{W_{\mathrm{r}}(h)} e^{-f(h)} d h,{ }^{o} C ; \\
t_{\mathrm{M}}(h)=t_{\mathrm{M}}^{\prime}+A \int_{0}^{h} \frac{\alpha_{s v}(h) S(h)}{m(h) W_{\mathrm{r}}(h)} e^{-f(h)} d h,{ }^{o} C . \tag{3}
\end{array}\right\}
\]

Here
\[
\left.\begin{array}{l}
A=\frac{t_{\mathrm{G}}^{\prime}-t_{\mathrm{M}}^{\prime}}{e^{-f(H)}+\int_{0}^{H} \frac{\alpha_{s v}(h) \cdot S(h)}{m(h) \cdot W_{\mathrm{r}}(h)} e^{-f(H)} d h} ; \\
B=t_{M}^{\prime}+A ;  \tag{4}\\
f(h)=\int_{0}^{h} \frac{\alpha_{s v}(h) \cdot S(h)}{m(h) \cdot W_{\mathrm{r}}(h) \cdot}[1-m(h)] d h .
\end{array}\right\}
\]

Results of calculations on the equations (3) - (4) are isotherms of material and gas (fig. 3), and also distribution of temperatures of material and gas in anyone horizontal or a vertical section, used for model adaptation and for the assaying of appearances.


Figure 3. Isotherms of material (to the left) and gas (to the right) (volume of blast furnace is \(5500 \mathrm{~m}^{3}\) ), \({ }^{\circ} \mathrm{C}\).

\subsection*{2.4. Model of mass exchange}

Values of relative concentration potential of a gas stream and degree of reduction of iron oxides are calculated by decision of the system of the differential equations of mass transfer and reduction [1]
\[
\left.\begin{array}{l}
V_{G}(h) d C=-K_{\Sigma V 0} e^{-(E R R T)}\left(1-\varphi_{F e}\right) C d h ; \\
m^{*}(h) \frac{d \varphi_{F e}}{d h}=\frac{d C}{d h} \tag{5}
\end{array}\right\}
\]
where \(C\) - a relative concentration potential of a gas stream (or a relative potential of mass transfer), part of a unit; \(\varphi_{F e}\) - a degree of reduction of iron oxides, part of a unit; \(m^{*}\) - the ration mass capacity of streams of material and gas, part of a unit; \(K_{\Sigma V 0}\) - an integral transfer coefficient at \(\varphi_{F e}=0, \mathrm{sm} / \mathrm{s} ; E-\) critical increment of energy, the \(\mathrm{J} / \mathrm{mole} ; R\) - gas constant, \(\mathrm{J} / \mathrm{mole} \cdot \mathrm{K}\).

This set of equations is solved by a numerical method, with pre-award carrying out of interpolating of variables included in a system. For this purpose applied a method of splines-functions - interpolation by the generalized cubic splines, namely, the rational spline, permitting to interpolate functions with heavy gradients.

Outcomes of calculation are fields of degrees of reduction of iron and concentration potentials of gas (fig. 4).

\section*{3. Complex of mathematical models}

The block-diagram of a complex of mathematical models is shown on fig. 5 [2].

The computer program is written on Fortran language and compiled with the help of the compiler Compaq Visual Fortran v.6.6B.

\section*{4. Use of mathematical models}

This model is used for decision of practical problems of blast furnace smelting [3]. For example, on fig. 6 is shown the influence of shaft profile on twodimensional temperature fields of material and gas.

On fig. 7 two-dimensional fields of speeds of gas are resulted at various pressure differences \(\Delta P=P_{T u^{-}}\) \(P_{T o}\) at tuyeres \(P_{T_{u}}\) and top \(P_{T o}\).

On fig. 8-10 two-dimensional fields of degrees of reduction of iron are shown at various values \(K_{\text {Evo }}\) and \(\Delta P\).


Figure 4. Fields of degrees of reduction of iron (on the left) and concentration potentials of gas (on the right) (volume of blast furnace is \(5500 \mathrm{~m}^{3}\) ), \%.


Figure 5. The block-diagram of a complex of twodimensional mathematical models.


Figure 6. Two-dimensional temperatures fields: constant angle of shaft (from above) and variable angle of shaft (from below) (volume of blast furnace is \(5500 \mathrm{~m}^{3}\) ).


Figure 7. Fields of speeds of gas \((\mathrm{m} / \mathrm{s})\) at \(\Delta P=1,2\) gauge atmosphere (on the left) and \(\Delta P=1,5\) gauge atmosphere (on the right) (volume of blast furnace is \(1500 \mathrm{~m}^{3}\) ).

\section*{5. Conclusion}

Thus, the mathematical model of blast furnace smelting is developed. It allows to analyze the processes of reduction of iron on height of a blast furnace in conditions of non-uniform movement of a material and gas on radius of the furnace.
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Figure 9. Fields of degrees of reduction of iron (\%) at \(K_{\Sigma V 0}=0.2 \mathrm{sm} / \mathrm{s}\) (to the left) and \(K_{\Sigma V 0}=0.5 \mathrm{sm} / \mathrm{s}\) (to the right) at \(\Delta P=1.5\) gauge atmosphere. \(P_{T_{u}}=2.7\) gauge atmosphere (volume of blast furnace is \(1500 \mathrm{~m}^{3}\) ).


Figure 10. Fields of degrees of reduction of iron (\%) at \(K_{\Sigma V 0}=0.2 \mathrm{sm} / \mathrm{s}\) and \(P_{T u}=2.7\) gauge atmosphere: at \(\Delta P=1.2\) gauge atmosphere (to the left) and at \(\Delta P=1.5\) gauge atmosphere (to the right) (volume of blast furnace is 1500 \(\mathrm{m}^{3}\) ).
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\begin{abstract}
A new approach to problems of land allocation for livestock grazing, combining both computer science and social science tools has been developed since 1998 in Senegal, especially in the Ferlo area. Here we examine the implications for the different research centres such as the CIRAD \({ }^{1}\), the Pôle Pastoral Zones Sèches (PPZS), the ESP and the laboratories of the UCO.
A computer simulation (MAS), based on sociological data, has been introduced in order to obtain a more neutral evaluation of the possible approaches to the problem, for example the approach of the local people involved, together with that of regional land development and allocation policy. This is preferable to practice that consists of experimenting policy in real-life situations with potentially dire consequences for the population and the environment. This initiative aims both to stabilise the social position of shepherds/herders and to preserve the production potential of ecosystems used for grazing. Its approach is one of sustainable development and the underlying theory must be questioned in order to clarify the empirical scope and pertinence.

This applied research (which, owing to the questions it asks, is rooted "in the most immediate reality" [1]), should not be naïve concerning its implications. Is it possible, with theoretical knowledge and an objective approach, to give research results to local management especially when the latter are separated from the decision making process?
The project's aim is to modify social behaviour, to rationalise it or to induce new behaviour. Groups or individuals that have to modify their behaviour as a result will naturally give rise to questioning concerning the social benefits of such changes.

Who is destined to benefit from the MAS platform? From the perspective of increased well-being to local populations a long-term follow-up is required together with an evaluation of social relations resulting from its use. It will certainly be necessary to implement a large-
\end{abstract}
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}
scale survey of people concerned both by the need for the platform (survey carried out during the phase of elaboration) and by its consequences (survey of the results and possible improvements). This obviously appears to be a long and expensive use of financial and intellectual resources but at the same time reflects the cost of working towards sustainable social and economic innovation in, as far as is permitted, a democratic manner. However what is more important than the principle is the fact that continuous follow-up and control seem to be a guarantee of success for such projects.

\section*{I. Introduction}

For several years, Multi-Agent Systems have been used in the field of natural and renewable resource management and also to simulate competitive behaviour [2] [3]. They can be compared to micro-programs running in an environment exchanging information, skills and services between themselves and their environment. Applications exist in the fields of industry, computer assisted geography but also in the field of human sciences.

MAS and social sciences can beneficially combine their complementary approaches when confronting the realities of fieldwork with modelling. This collaboration has taken place in the field of sustainable and/or local development (and to a lesser degree in the field of medicine, notably in relation to home-care for serious pathologies in Quebec)

The simulations can be concerned with the impact of technical transformations, renewable energy or water management, organisational change or new judicial systems but in each situation the problems/issues concerning the decision maker (agent) are central to the computer specialist These different aspects of social change are tributary to the representations from which they [1].

In this respect the social science contribution is double:
- Theoretical: by enabling an interpretation of the social reality that is to be modelled. It should be remembered that sociology is a cumulative discipline in so far as it possesses analytical theory and social mechanisms that can be tested and thus guide the work of the programmer. It is also an approach based on axiological neutrality, the external analytical
viewpoint that recommends, in the Durkheim tradition, that social phenomena must be observed as things and that they are recognizable by the coercive power that they exert on individuals without the latter being aware of the coercive process.
- Methodological: as an empirical discipline, sociology has over time equipped itself with data gathering methods that profess a certain objectivity and that allow, in a sense, to interrogate fieldwork.
On the other hand, thanks to MAS, sociology will have to accept the challenge of experimentation, something that it mistrusts both by tradition and habitus! Sociology will have to confront the analysis and the description of social mechanisms with the perspectives generated by the simulation that it has helped to build. It offers a unique opportunity to test its hypotheses.

The computer specialist must provide the evaluation tools that the sociologist is cruelly lacking, however we are forced to note that the connection between the two disciplines remains marginal.

\section*{II. MULTI-AGENT SYSTEMS (MAS)}

A multi-agent system is a computer system, which enables a virtual universe to be constructed for the purpose of simulation [4] [5]. The models are organised around entities, called objects or agents, which are placed in a dynamic environment/universe. These entities evolve with time both as a result of their own characteristics and of their interactions with their environment. The agents are capable of influencing that which surrounds them, both other agents and objects.

The action of the agents is defined by decomposing their behaviour mechanism into three stages: perception-deliberation-action. Generally the agent is given a limited field of perception, which enables it to obtain information about its environment. During deliberation it chooses between a number of predetermined actions based on the knowledge and objectives that it has received. Upon taking action it will change its environment and consequently the perception that it had will have to be reconsidered in light of this change leading to the choice of new actions.

This iterative process is all the more complex in that any one agent is not the only source of change for the environment and at each time step the universe is modified by the action of all the agents simultaneously. There are a number of ways in which agents can influence one another: by changing the others, by communicating (sending messages which change knowledge or objectives) and by modifying the common environment (which changes perception) [2].

In order to define a system from which to conduct simulations, it is necessary to describe the characteristics of the objects and agents, the dynamics of their evolution and the action method of the agents. The system is launched from an initial or starting state and repeats at each time step a succession of transformations and actions. The universe and the agents evolve until states of equilibrium appear in their characteristics or until regularities can be seen in their actions. The term emergence is generally used to describe these global
phenomena that can be found in the universe after a large amount of local dynamics has taken place [5] [6] [7].

Given the importance attributed to the interaction when multi-agent modelling the latter is often used to describe societies whether these are animal or human. Most of the time the capacity for self-organization is examined and the supposed processes tested. When describing the appearance of hierarchy in human societies the most common simulation is based on the quest for natural resources with the appearance of leader dependant groups, that either survive or do not, a common action [5] [8]. The multi-agent framework thus enables the observation of consequences of local actions, relative to explicitly described logic, on the collective form.

Faced with these simulations of emergence where the agent 'understands' nothing about the collective process in which he participates through his actions other users of multi-agent systems base themselves on the existence of a predefined social group and the ability of each agent to perceive and in a sense to make commitments to the others [9] [10]. It is also possible to define a group of agents that represent collective characteristics and that interact with individual agents [11]. In this way the influence of social groups on the behaviour of individuals is possible.

Similarly different hypotheses concerning the information received by the agent, its individual objectives, together with diverse forms of collective influence on these criteria can be tested. It is this definition of the model via the rules of local behaviour that makes multi-agent system simulation so interesting for the social sciences [12].

\section*{III. SUSTAINABLE DEVELOPMENT}

The 1950s and 70 s concept of development can be summarized as being growth, self-maintained through the development of natural resources and unexploited land resources, through the domination development or mastering of nature [1].

The concept of sustainable development appeared in the mid 70s. It consists of a development that 'satisfies the needs of the present generation without compromising the capacity of future generations to satisfy theirs' [13]. Nature is perceived as a stock to be optimally managed to equilibrium. It consists of preserving the environment and maintaining or restoring equilibriums.

In the 1990s, 'the intrusion of variability, of uncertainty and irreversibility into system dynamics led to viewing development in terms of management of the interactions between economic and social variability and natural variability, in both space and time' [1]. It is what we call viable development. The concept is different, an optimum is even more required but the elaboration of adaptive strategies is preferred to natural or economic variability. It consists of managing for the best, with management based on stable long-term objectives and the interaction between the different sources of natural and social variability. To reason in terms of viable development is to affirm that both the rules for equity and the long-term objectives result from political debate and not from analytical definitions. A shift is made from models
where either economic or ecological optimisation is the sine qua non of development, to a model where ethical norms rank higher than the others [14]. From now on, sustainable development implies respecting simultaneously more than one objective [14]: economic development; preservation of the natural resource base and the implied ecological constraints; social equity both inter and intra-generational (especially between southern and northern countries). Sustainable development is a development trajectory that enables the co-evolution of economic, social and ecological systems [14].

\section*{v. Applied research dynamics: sustainable DEVELOPMENT IN SENEGAL}

The MAS-sociology partnership, given the specificities outlined in the introduction, is particularly adapted to research interventions in the field of sustainable development.
The role of the computer specialist is to provide tools for the sociologist. The sociologist's needs are similar to the computer modelling of sociological data and events. It is interdisciplinary methodology, 'accompanying and modelling' [2] which is at the centre of the research. From this perspective, the bridge between the two disciplines is a two-way road between perceived reality and the virtual model. Observation and formulation are respectively questioned in order to attain a better understanding of reality.
A new approach combining the two disciplines has been developed since 2001 within the Pôle Pastoral Zones Sèches (PPZS) based in Dakar with a view to preserving sustainable livestock grazing.

Livestock grazing is an important way of life and method of food production in arid areas of Africa, in spite of the general crisis that threatens the ecosystems. The question concerning better integration of sustainable livestock grazing into national society and linked to other arid zone production methods is at the heart of regional, national and international development programmes. The aim of the research development is twofold: to provide information for political and economic decision making via a global approach and to identify, together with the local populations, practical solutions that not only meet their immediate needs but also allow them to secure both social projects and the production capacity of the livestock grazing ecosystems.
A computer simulated MAS has been introduced in order to obtain a more neutral evaluation of the different approaches to the problem, for example the approach of the local people involved together with that of the regional land development and allocation policy. This is preferable to practice that consists of experimenting policy in real-life situations with potentially dire consequences for the population and the environment.

The experimentation has two objectives:
- One research orientated: to succeed in modelling the rationalities of the different approaches in compliance with reality and to clarify the interdisciplinary analysis (computer science and sociology) for a good conceptualization of livestock
grazing. The user-friendliness, the flexibility of the hypotheses and the interactivity of the simulation enable integration of information from both these disciplines and from the different approaches (land ment, livestock breeding).


Fig. 1: Hot debates from MAS [15]
- The other is to evaluate the impact of the different possible types of livestock breeding/grazing and land development (including usage and ownership practice) on the current situation (state of the environment, degree of mobility and territorialization, socio-economic impact).
Two case studies carried out in Senegal will also be outlined. The first, known as 'SelfCormas' [15] is concerned mainly with support for the decentralized management of the northern Senegalese territory. The methodology involves the endogenous development of a management tool for the different decision makers linking Geographical Information Systems (GIS), Multi-Agent Systems (MAS) and role-plays. The second study entitled 'Thieul' [16] is concerned with the dynamics of land allocation in a zone used for agriculture, forestry and grazing in the mid-east of Senegal.
The models coming from these two experiments are of practical interest as a result of their development involving not only many specialists (sociologists, modellers, herders, geographers and others) but also many local decision makers (farmers, herders and representatives of local government)

\section*{A. SelfCormas experiment}

The experiment called 'SelfCormas' comprised four threeday test workshops organised in the delta of the river Senegal at different levels and with target populations. The first workshop, in French, was concerned with a group of 'peopleresources' of the local community (school teacher, young person returning to the village, etc.) directly chosen by the community so that it could afterwards assist them in territorial development. The three other workshops were tested in Wolof, the local language, with representatives from the local illiterate population.
After the first stages of the supportive approach, information and dialogue, the participants were required to
test the resource management rules and to imagine possible evolutions.


Fig. 2: Simulation interface \({ }^{2}\) (SelfCormas MAS model).
The simulations resulting from these different experiments helped the participants work together and enriched their thinking at each step of the decision making process, that is, from the identification of access rules for a given type of land (agricultural, grazing) up to the evaluation of the social and environmental impact of different types of land allocation.

\section*{B. Thieul experiment}

The primary objective of this experiment, carried out within the Thieul grazing unit \({ }^{3}\), is to construct a model using the knowledge acquired from the multiple use of land and resources around the Thieul drilling area. It consists of interdisciplinary research on the feasibility of grazing in difficult bio-climatic conditions and in a particularly sensitive environment (social, ethnic, cultural, economic and political).

The multi-agent modelling that was used has generated an innovative way of approaching modelling and simulation in the environmental sciences by enabling simultaneously the representation of individuals, their behaviour, and their interactions [3]. A few authors use this approach, with some success, to try and understand the interactions between social and ecological phenomena [11] on irrigated areas in the valley of the river Senegal and [16] on grazing in the Sahelian zone.

To enable diverse decision makers and experts to benefit from the development process of the MAS, the methodology is based on a participative approach from the initial analysis up to the implementation of the model.


Fig. 3: Hot debates for the installation of an threshold at Thieul village.

The elaboration of the endogenous knowledge base, the understanding of activities, and the logic of the decision makers are all based on the active participation of the populations. This participative approach, based on the design of maps and computer tools using the knowledge and techniques of the local populations, is divided into four steps: 1) analysis of the external situation; 2) reinforcement of endogenous skills; 3) design of maps by the decision makers; 4) participative design of a multi agent simulator which uses the data (maps etc.) coming from the different field workshops.

The current set of results shows that the local population have adapted well to the use of the maps. The restitution of the results of the simulation is being prepared.

Fig. 4: Decision makers debating (photo I Touré).


\footnotetext{
\({ }^{2}\) This Model is implemented using CORMAS platform
\({ }^{3}\) Surface area: \(1,031.46 \mathrm{~km}^{2}\). The grazing unit is situated in the grazing/forestry zone of Ferlo at about 60 km southeast of Dahra in Senegal.
}


Fig. 5: Simulation interface \({ }^{4}\) (Thieul MAS Model)

\section*{V. POSITIONING OF THE RESEARCHER WITH RESPECT TO THE SOCIO-ECONOMIC DEMANDS OF SUSTAINABLE DEVELOPMENT - WHAT IS AT STAKE?}

Sociology outlines an initial analysis of social conditions concerning agricultural activity. It does this from social and environmental data (population characteristics, herds, grazing zones, farming or transhumance...) and by taking into account the cultural forms of practice. It also takes into account natural or man-made factors that are susceptible to transform socio-economic relations and production methods through technical innovation (change, rationalization). The sociologist and computer specialist share the objective of local populations mastering change with as little upheaval as possible in their fundamental social dynamics.

However, research, especially applied research, when 'the questions asked are rooted in the most immediate reality' [1], should not be naive concerning its implications. It serves a social project, which like any project, has theoretical and/or social and political foundations. Sociology's impartiality is frequently questioned [17], its approach reveals the hidden mechanisms of domination and constitutes a critical analysis of society. Here it is necessary to assume an intellectual heritage and to say that it is possible, with theoretical knowledge and an objective approach, to give research results to local management even when the latter are separated from the decision making process. They are free to crosscheck results with social protest movements that reject growth as the only model of economic and human development. The sociologist does not posses a better knowledge of what is 'just' or 'good' for the local decision makers. Nevertheless, basing himself on methodological options, and accepting his implication in the situation, he seeks to contribute to the

\footnotetext{
\({ }^{4}\) This Model is implemented using CORMAS platform
}
building of practical material susceptible to be of use to his interlocutors [18].

There is nothing to prevent the computer specialist and the sociologist, within the framework of applied research, answering economic or political questions and measuring the risks of a critical positioning towards free-market nations. It is thus possible to examine what 'theory' (from sustainable development to bearable decline) can bring to the operational aspect of the research and to the deprived (symbolically, socially, economically, culturally, politically [19]) decision makers enabling them to gain legitimacy in politics and economics. This means adopting a 'more respectful attitude' towards those for whom the different disciplinary approaches are destined. Researcher commitment implies behaviour based on an awareness of one's involvement in the world and therefore responsibility for the consequences of one's actions in the world [18].

Pierre Bourdieu, throughout his career, insisted on sociology's ability to conduct critical analysis. This is why it appears as dangerous and relativistic to people in positions of dominance (no matter what the social domain). Indeed, by making explicit and dismantling social relationships, it reveals the mechanisms of power. It is in the interest of those who profit from this power that these mechanisms remain hidden or be considered as self-evident, that they cannot or should not be questioned coming as they do from a 'higher order' (divine, social, or political). Bourdieu also thought that a sociologist's work was finished when he was in a position to provide those submitted to symbolic, social, economic or political (...) violence, with the means by which they could understand and escape their 'negative privileges'. By doing so the sociologist is responsible for the theories he/she produces, and is necessarily socially committed. It is not possible to lose interest in the use(s) of one's scientific output. The researcher is inevitably committed to producing and structuring the world he is studying. The sociologist has a permanent dialogue with the constituents, and builds society whilst trying to understand it. Neutrality is not therefore possible [18].

Consequently, when social science researchers participate in applied research whose purpose is to modify social behaviour, to rationalize it or to induce new behaviour (as is the case when collaborating with computer science specialists on MAS project development), essential questions concerning the benefits to those who will undergo such changes arise quite naturally.

Who is destined to benefit from the MAS platform? From the perspective of increased well-being to local populations, a long-term follow-up is required together with an evaluation of social relations resulting from its use. Have the planned benefits been obtained? Does this have a social cost? If so, is it accepted or acceptable? It is then necessary to evaluate the impact of the MAS on the behaviour and practice of the users.

In data gathering, from a methodology point of view, it seems that the approach is based on privileged information sources, chosen because of their ability to act as relays for the local population or because of their position within the
community (an economic, political or symbolical function). As a result it is necessary to analyse the implied effects of these positions as well as the implied social relationships to be sure of the acceptability and logic of the installed procedures. If such aspects are overlooked the researcher runs the risk of only using one of the parties concerned to the detriment of those who will have to modify their behaviour on a long-term basis. It is easy to see the limitations of such projects: the researcher looking for 'competent' interlocutors will be perceived as being 'in the service of', his/her implication places he/she 'naturally' on the side of the powerful.
In other respects the political desire, the reform or the social project which constitutes the starting point of the research tool must also be investigated. The question asked is therefore one of 'fit' or appropriateness between what the platform offers (why it is developed) and its social use.

If as is hoped, the platform serves to improve living conditions of individuals, it is necessary to be able to verify this in the long run. It is also necessary to be sure that not only the political or administrative structures are reinforced by the platform and that a new split does not appear between those who have access to the platform and promote it and those who, for whatever reasons (which need to be understood), lack the means to do so. A utility analysis is required in order to determine how and which decision makers actually benefit: end users, institutional decision makers, scientists, planners, other decision makers, NGOs, etc.

Moreover, the researcher makes an important contribution when working in the field of technical innovation. Methods have to be proved to be effective and useful. The reputation of the academic discipline is at stake. If the researcher loses sight of the fact that the project is perhaps also an attempt to increase legitimacy, that it is indeed possible to use the project for symbolically gratifying reasons (participating in international programmes, working with NGOs), then it is probable that the original intended contribution to scientific knowledge be betrayed. The risk is all the greater when the project is perceived as 'exciting' or when exploring new territory. Does the reality in the field justify taking such risks? Or is the researcher going to use the 'urgent need for research' as an excuse to satisfy his own needs?
VI. CONCLUSION: IS IT POSSIBLE TO AVOID PERMANENT PROJECT EVALUATION?

It will certainly be necessary to implement a large-scale survey of people concerned both by the need for the platform (survey carried out during the phase of elaboration) and by its consequences (survey of the results and possible improvements). This obviously appears to be a long and expensive use of financial and intellectual resources but at the same time reflects the cost of working towards sustainable social and economic innovation in, as far as is permitted, a democratic manner. However what is more important than the principle is the fact that continuous follow-up and control seem to be a guarantee of success for such projects.

An essential question addresses the possible research spin off and its effect on local populations. This could be seen as being primarily to the advantage of the researchers and one can seriously ask whether proven classical social science methodologies (as opposed to the highly specialized computer simulations) would not do the same job at a lower cost. The researcher's intervention would be perceived as being more 'human' and would minimize both the risks associated with imposing problematics and the risks accompanying symbolic violence (stereotyped responses when faced with an order).

Finally, in an approach linking sociologists and developers, it is necessary, within the team, to evaluate the interdisciplinary aspect itself. Researchers need to confront their approaches and develop a culture of cross disciplinary implication that will enable/require a good conceptual and methodological understanding of each others fields and thus overcome the obstacle of identical terminology referring to very different realities. Rational MAS handle beliefs, a fact held as true or verified by past history, but for the sociologist they are no more than representations.

If the researcher's implication mobilises a form of theoretical and practical intelligence linked to different paradigms [18], then cross disciplinary implication is a tacit mutual agreement based on the continuous questioning both of disciplinary 'truths' and of the way work is usually carried out. In this situation scientific collaboration bears the mark of modesty and relativism, a relativism which does not believe that everything is possible bur rather that everything can be challenged in order to gain a better understanding of reality, of the social decision makers and of the aim of a sustainable development project. From this moment the quarrel of exact science verses social science is abandoned in favour of research that corresponds to the objectives of development and to the professed social benefit to the target population.
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Abstract - This paper provides a review of modelling metadata for adaptive Hyperbook. We analyse the adaptivity and conceptual model for representing and sorting a Hyperbook, the language and tools for metadata and the architecture of the Hyperbook.

\section*{1. INTRODUCTION}

Hyperbook document consist of different types of objects (text, pictures, sounds, etc.), interrelated by a link structure for navigation. In cases that the Hyperbook consists of different sections, systematic metadata management is needed to guarantee consistency, maintainability and extendibility. The types mentioned in [1] of metadata have to be managed.

Hyperbook document is made of fragments or piece of information, which can be assembled to constitute directly readable hypertext document read by any navigation [2]. From this perspective we will consider that the information contents of Hyperbook consist of a set of fragments which have content, a description and relation between them. The access of information is to be done through views which are hyper documents generated from documents.

The concept of cross media Hyperbook is a particular case of electronic book. In our case the Hyperbook is understood as a kind of monograph, since it is limited to the subject matters of a book and has no encyclopaedic purpose. In contrast with ordinary documents the adaptivity aspect of the Hyperbook is the challenging features of our studies.

This paper describes a meta-modeling approach to Hyperbook design which is rigorously database-oriented and supports maintenance and reuse. The set of current paper is organised as follows: The next two sections will present adaptivity and a conceptual model for representing and storing a Hyperbook and finally we will discuss on how the Hyperbook system can be implemented.

\section*{2. ADAPTATION COMPONENT OF THE HYPERBOOK SYSTEM}

The goal of our study is to increase the functionality of Hyperbook by making it personalised. Adaptive Hyperbook will build a model of preferences [3] of individual user and use this throughout the interaction of the content based on the needs of that user.

For our studies we will follow a constructivist learning approach, building on project-based learning. The critical feature of Hyperbook system is possibility of providing Hyperbook adaptation on the base of the user model as shown in Fig. 1.
The project based learning approach will rich the practical knowledge of developing Hyperbook publishing and will help the scientific contribution. The adaptive Hyperbook has to implement the following functionality:
\[
\begin{array}{ll}
\text { - } & \text { adaptive presentation } \\
- & \text { adaptive navigation support } \\
- & \text { adaptive information resource }
\end{array}
\]


Fig. 1. User model adaptation in adaptive system [3]

The aim of the Adaptive presentation is to adapt the content of Hyperbook view to the user goals: device profile and other information stored in model (Fig. 1). In a system with adaptive presentation the views are not static, but adaptively generated or assembled from pieces for each user [3]. The idea of adaptive navigation support is to guide the user in reading the Hyperbook by changing the appearance of visible link. Adaptive navigation as defined in [3] can be considered as a generalisation of curriculum sequencing technology in Hyperbook context.
Adaptive information resource gives the authors and publisher editors appropriate information while developing the content of the book.

\section*{3. CONCEPTUAL MODEL FOR REPRESENTING AND STORING A HYPERBOOK}

Semantic annotations and metadata are seen as a crucial technique for transforming the content [4] of Hyperbook to give meaning to amorphous pages interlinked and their associations.

The semantic web is concerned with adding a semantic level to resources that are accessible over the Internet in order to enable sophisticated forms of use and reuse.

The content of Hyperbook data faces same challenges as outlined in the Semantic Web Proposal of the W3Consortium [5]. This allows us to use to some extent the same constructs to denote the metadata.

As in [6] argued there is no consensus about a common virtual document model. Nevertheless most of the proposed models are comprised of domain ontology and a fragment base [6, 7]. In [8], the architecture of the Semantic Web is outlined in the following three layers:
1. The metadata layer: The data model at this layer contains just the concepts of resource and properties. The RDF (Resource Description Framework) is believed the most popular data model for the metadata layer [9].
2. The schema layer: Web ontology languages are introduced at this layer to define a hierarchical description of concepts and properties. RDF Schema is considered as a candidate schema layer language [10].
T. Sobh and K. Elleithy (eds.), Advances in Systems, Computing Sq£gnces and Software Engineering, 193-195.
© 2006 Springer.
3. The logical layer: More powerful web ontology languages are introduced at this layer. This language provides a richer set of modelling primitives that can be mapped to the well-known expressive Description Logics. OIL (Ontology Inference Layer, 2000) and DAML-OIL (Darpa Agent Markup Language-Ontology Inference Layer, 2001) are to popular logical layer languages [7]

Like other publishing technologies, the interest in creating and developing the Semantic Hyperbook is motivated by opportunities that might bring to publishing industry in the information age. Hyperbook based on web-services, agent based distributed computing, semantic based content search engines and semantic based Hyperbook libraries.

For our study there is a need to develop a conceptual modelling tool for construction of Hyperbook. The need for a Hyperbook conceptual modelling tool is essential for the effectiveness of Hyperbook, because of the importance of the fully understanding and exploiting the semantics of the pages of Hyperbook and subject index terms. Different Hyperbook models have been proposed in the past [ \(6,11,12]\). Most of these models employ different types of data structure at higher abstraction levels to describe the informative content of the document collection placed on the lowest level of the abstraction [11].
[13] propose two models of virtual documents, which use domain ontologies for indexing informational fragments. [14] propose a comprehensive and detailed model of virtual documents, which is based on four ontologies for modelling the domain, the metadata, the applications and the user.
Our approach to the Hyperbook model is comprised of an information fragments, domain ontology and interface specification. The fragments and the ontology with their consistent links form the structural part of the Hyperbook (Fig. 2.).


Fig. 2: The Hyperbook principle structure
A semantic data model defines a number of semantic entities (categories, concepts, interrelated by means of semantic relations between such entities), which model a particular subject domain [15].

Such a model provides a conceptualisation of that particular subject domain. Semantic data modelling is similar to different knowledge representation techniques [15]. Hyperbook characterised as a collections of hypertext documents [16]. We generalise the approach to Hyperbook system by decoupling metadata/conceptual models, which explicitly model all relevant units of the Hyperbook and data referencing the actual data and implementing a metadata-base system using several sets of abstractions to visualise document units and their semantic
relationships. As product model we recommend to use XML for the implementation of actual Hyperbook. The use of XML and the focus of the current method on the specific domain of Hyperbook, which sets certain limitations in the structure of applications, make it different from the other methods [17, 18]. Semantic web technologies like RDF or RDF Schema [4, 19] provide us interesting possibilities. An ontology formally defines the relations among terms, which, following the specific terminology, are referred to ass classes of objects [20].
In RDF everything is expressed through statements: simple triples made up of resources, namespace and literals [21].

\section*{4. ARCHITECTURE}

The next challenge in establishing Hyperbook system is to decide on how the data will be organised and stored. In our study the architecture of Hyperbook system follows the commonly used application development that is shown in Fig. 3.

As shown in Fig. 3. The reader browses the Hyperbook with any browsers, while all necessary processing is done on the server side. The Hyperbook architecture will consist of three modules: Storage Module, User Adaptation Module and Bookmark Module. The main purpose of the storage module is to manage the persistent storable objects that as a whole constitute the Hyperbook [22]. The User Adaptation Module stores, describes and infers information, knowledge, preferences etc. about an individual user. The user adaptation module expresses, derives and draws conclusions about the characteristics of users [23]. Unlike the cluttering or defacing of a paper book, a hypertext system lets users mark nodes, by putting a name in a list of bookmarks, doing no damage to the document itself. This bookmark name can be a system-defined name or a name the user can choose. Most hypertext systems do not display the list of bookmarks unless you ask for it, so the bookmarks do not hinder the reading process. The ability to add a bookmark and to jump to the indicated node at any time is beneficial to the online learner. Browsers for the World Wide Web save bookmarks as an html file, so that the bookmark node can be used like an ordinary node in the hypertext document [24]. Storage Module contains the data of the specific Hyperbook, e.g. the instances of the concepts from the conceptual model of the Hyperbook in question and implements a query interface. Thus it serves as a data repository and is called by the other modules [25].


Fig. 3: General system architecture of Hyperbook.

\section*{6. CONCLUSION}

We have analysed a methodology and modelling language for describing major aspects of Hyperbook, including architecture modules. These modules specify all design decisions needed or adaptive Hyperbook and also the basis for creation of personalised pages which are displayed using a browser. The next work shall extend the current work by introducing an application neutral layer which allows describing knowledge about aspects of the conceptual and the modular structure of Hyperbook. We will present a XML binding to our model specifications and discuss how they serve data schema that applies the content of Hyperbook in cross media environment.
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\begin{abstract}
Extracting biological significance from a large microarray dataset using data mining clustering technique is an important process in bioinformatics. In this paper, a microarray dataset (matrix \(504 \times 227\) ) made available by SAMSI institute, was used as the base sample to develop a new demo web-based clustering system that exploits the improved efficiency and functionality of PHP/MYSQL technology. The clustering algorithms and robustness of PHP/MYSQL produced categorized microarray data that can be associated with diseases with improved visualizations.
\end{abstract}
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\section*{I. INTRODUCTION}

Microarray technology generates extremely large gene expression dataset (hundreds of rows and columns) in a single biological experiment (Fig. 1). The gene expression patterns provide unprecedented information on human disease, aging, drug, mental illness, diet and many other clinical matters, because they correlate strongly with function. In the medical world, microarray has paved the way for a new era of genetic screening, testing and diagnostics [7]. However, the dataset often contains missing values, and exhibits high dimensional attributes, i.e. large number of genes with relatively small number of samples [1]. It is cumbersome to manually examine these large dataset for biological significance, hence the need for automation (e.g. using clustering techniques) to reduce the quantity of data to a manageable level \([2,3]\).

Clustering techniques can determine intrinsic grouping in a set of microarray data using distance or conceptual measures. To determine membership in a cluster, clustering algorithms evaluate distance between a point and the cluster centroid. The output is basically a statistical description of the cluster centroid with the number of components in each cluster. However,
domain knowledge is useful to formulate appropriate measure in a clustering algorithm, which may be exclusive, overlapping, hierarchical or probabilistic.
There are several clustering algorithms to process and establish relationships in large dataset generated by microarray experiments [4]. These algorithms can be used to determine what group a particular genetic sample belongs to and the tendency for certain clusters to be associated with certain characteristics. This helps to eliminate less relevant dimensions or genetic characteristics. In this paper, six algorithms were applied, e.g. un-weighted pair group centroid, weighted pair group centroid or ward's method to achieve clustering of the samples [5]. These different algorithms can be applied individually or compared, and a suitable one chosen for the investigation.

The microarray data in Fig. 1, made available by SAMSI institute, was used for this project. The data consist of a series of genetic profiles for breast, prostrate, liver, colon, kidney, lung, ovary and testis cancer (matrix \(504 \times 227\) ). Some of the cell samples are malignant while others are normal. The data are log-transformed, with row and column means subtracted (with positive values showing well expressed gene, while negative values indicate non-expression of gene). The used data have been subjected to singular value decomposition by authors in [2] as an effective way to provide dimensionality reduction, and eventual elimination of less relevant data \([7,10]\).
The main thrust of this project is to cluster microarray samples with the rich visualization features in the PHP/MYSQ1 development environment [6] as the displays in this project attest to. PHP, an open source, server-side scripting language, allows user to easily develop a robust and dynamically generated page quickly. PHP is cross-platform and easy to learn with well balanced memory and server load.

The improved visualization features are attractive to any bioinformatics programmer, since the representations are intuitive.

\section*{II. ANALYSIS and DESIGN}

In the first phase to develop bioinformatics software in PHP/MYSQ1 environment, this clustering system was developed in a Linux server environment hosting Tomcat 5.0, PHP 5.0, MySQL 4.1 and Ghostscript 8.15. The base technology used for the analysis and design are the server-side scripting language (PHP) and MySQL database for persistence storage. On execution, the PHP code retrieves the microarray data from the MYSQL database. It converts the data into a usable format, and then passes the output to the clustering software, which in turn sends the result to a dendrogram and ghostscript programs for visualization. Some of the clustering algorithms programmed, include single link, complete link, group average, weighted average, weighted centroid and ward's method (Fig. 2).

As can be gleaned from Fig. 2, the PHP code calls the mathematical algorithms to perform the clustering, as well as provide an easy to use
interface to the system. The user will be able to specify a variety of parameters or algorithms using the web based interface, while the results of the clustering can be presented by showing which clusters are included in particular groups (Fig. 2). The program shows the percentages of each cluster with or without the cancer malignancy. For example, few clusters may be used and the percentages for cancer within those groups may be too mixed with normal samples (such as a \(30 \%\) cancerous \(70 \%\) normal) within a cluster. In such a scenario, the number of clusters may be increased to allow a better level of granularity when clustering. Attribute grouping and associative clustering explain similar dependencies and also offer improved classification of such genes [8, 9]. Below is a dendrogram produced for the analyzed sample (Fig. 3).
Cancerous samples are indicated by arrows. These cancerous samples are all in the first group, with some few normal samples. It is clear in this example that almost all of the cancer samples are present in the first group, with a very high probability that any sample in that group will be cancerous (Fig. 3). A variation of this dendrogram can be obtained if another algorithm is selected (Fig. 4).
\begin{tabular}{rllrr} 
& & & \multicolumn{2}{l}{ 34449_at } \\
Id & 35150_at \\
72 & Sample_Tissue_Site, & Sample_General_Pathologic_Category & \multicolumn{1}{l}{ CASP2 } & \multicolumn{1}{l}{ TNFRS } \\
77 & COLON, NOS & NORMAL & -0.64565 & -0.71759 \\
79 & KIDNEY, NOS & MALIGNANT & 0.38159 & -0.32849 \\
83 & LIVER, NOS & MALIGNANT & 0.83026 & -0.2525 \\
91 & KIDNEY, NOS & MALIGNANT & 0.047638 & -0.81221 \\
96 & KIDNEY, NOS & NORMAL & -0.22587 & -0.45274 \\
98 & LUNG, NOS & MALIGNANT & -0.0528 & -0.21131 \\
100 & COLON, NOS & MALIGNANT & -0.02914 & -0.2353 \\
101 & LUNG, NOS & NORMAL & 0.65866 & 0.78431 \\
109 & LIVER, NOS & MALIGNANT & 0.23735 & 0.003307 \\
117 & LIVER, NOS & NORMAL & -0.3751 & -0.10789 \\
118 & COLON, NOS & NORMAL & -1.0638 & -0.84062 \\
124 & LIVER, NOS & NORMAL & -0.88117 & -0.7941 \\
\end{tabular}

Fig. 1: A cross-section of a microarray dataset used for the design of the system (http://www.samsi.info/200304/dmml/web-internal/bio/data.html)


Fig. 2: Web interface to the cluster program.


Fig. 3: A dendrogram of microarray data (Arrow indicates cancerous sample).


\section*{III. CONCLUSION}

The process of finding relevant genetic markers in a large microarray dataset is a difficult task. By reducing the amount of data using data mining technique like clustering, the task is made a lot easier. This paper exploited the improved functionality of \(\mathrm{PHP} / \mathrm{MYSQL}\) programming environment to design a new demo cluster program. It will be refined in the future to serve the bioinformatics community better. The PHP/MYSQL programming is certainly attractive to the bioinformatics programming community.
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\begin{abstract}
The paper discusses an open DSS model based on grid and agent technologies for decision resources sharing and reusing. The model faces decision objects and organizes decision resources in the form of e-market, so the model improves the timeliness, openness and intelligent capacities of DSS, also enhances its ability to handle distribution issues. The structure and the operating process of the model are presented in detail and its advantages compared with the traditional DSS are also discussed.
\end{abstract}

\section*{I. Introduction}

It seemed that DSS has some new opportunities recently with the development of the correlative scientific fields. D.N. Davis et al. developed a Multiple Agent Decision Support System, which not only remains the multiple base architecture of the traditional DSS, but introduces a flexible architecture of the Agent organization, [1]. Manfred et al. discussed problems such as using distributed DSS to solve the complicated decision problems, and searching proper DSS components in the Internet space, [2]. J. Y. Chi et al. referred to the new concept of Grid-Based Open Decision Support Systems and presented concept model, [3]. Specialists have investigated DSS from different aspects utilizing new technologies. The research outcome has greatly promoted DSS. This paper presents a grid and agent based open DSS model, analyses the architecture and operation mechanism of this model in details, and finally discusses the differences between this model and the traditional DSS.

\section*{II. A GRID AND AGENT BASED OPEN DSS MODEL}

Grid technology originated in grid computing, whose purpose is to combine many computers, huge databases, precious research equipments, communication facilities and diversified sensors in different places to a gigantic super computing system which can support high performance computing and scientific research, [4]. With the research going on, The function and application of grid is also expanded, many new types of grid come out such as computing grid, information grid, data grid and service grid. Grid has many excellent characteristics such as resources share in large scale, parallel processing, cooperation with others in different places, open standards support and dynamic services. All these
characteristics can solve the supporting incapacities of the traditional DSS in distributed and dynamic environment, improve the share and reuse of decision resources, enhance the flexibility of DSS, reduce the difficulty and cost of the development of DSS, and provide DSS with a brand new platform.

Meanwhile, the new concepts, new methods and new tools appearance in the correlative scientific fields also provided new support for the development of DSS. For example, the research on the solution of problems in distributed system brought new challenges to DSS; the corporation work mechanism of multi-agent system opened up a new perspective for data obtaining, modeling DSS, [5]; Mobile Agent is autonomic, mobile and intelligent which provides new solution for the distributed problems of grid based DSS, [6]; agent-oriented programming also lays the foundation for the constitution and soft-integration of the new DSS. When the new DSS is constructed, we must consider the influence of the new concepts, new methods and new tools on DSS. The new constructed system model is shown as Figurel.

\section*{III. The architecture analysis of grid and agent based OPEN DSS MODEL}

The new constructed DSS consists of three components: DSS control center, interior system and decision service emarket. The three components are analyzed as follows.

\section*{A. DSS control center}

DSS control center, the interface between users and the system, is the core of the new constructed DSS. It functions as problem-analyzing, solution-planning, resource arrangement, task assignment, task-monitoring, result-synthesizing and so on. Multi-Agent and Mobile Agent, which are the latest technologies in the distributed AI fields, are applied to function as DSS control center, to gain excellent human computer interaction, strong distributedness, the ability to solve complicated problems, good intelligence, dynamics and openness.
1) User Interface Agent: User Interface Agent helps users' and DSS's mutual cooperation with each other with its decision knowledge, self-knowledge and domain knowledge. It is intelligent that it can do feedback and initiative

\footnotetext{
* This work is supported by SRFDP Grant \#20040487076
}
adjustment according to users' reaction, and direct users' operation to lighten burden.
2) Problem Disassembling Agent (PD-Agent): Problem Disassembling Agent disassembles decision problems that are gained from the User Interface Agent with its decision knowledge, self-knowledge and domain knowledge. A complicated decision problem can be disassembled into a series of sub-problems that can be solved individually. All results of the sub-problems can be synthesized into the solution of the decision problem.
3) Solution Planning Agent (SP-Agent): The subproblems are obtained by disassembling the complicated decision problem. So there are certain logic and time relations between the sub-problems definitely. Solution Planning Agent arranges the sequence of sub-problems according to the logic and time relations between them. Therefore, the sub-problem solving chain is formed which can make the problem-solving process effective and rapid.
4) Resource Arrangement Agent (RA-Agent): The decision resources used in the decision problem solving process have complex relations with each other. The key to solve sub-problems is deciding the combination relation of all the models, the utilization relation between the models and data, and the coordination relation between model computing and knowledge reasoning, which form the decision resource arrangement chain. Resource Arrangement Agent does decision resource planning and allocating in the system or outer resource market according to the need of problemsolving, thus to optimize the indexes such as time and costs of resource utilization, and the system stability.
5) Task Assignment Agent (TA-Agent): Task Assignment Agent assigns problem-solving tasks and relative resource flow and resource address to proper Mobile Agent. Task Assignment Agent does the assignment according to the problem-solving chain and decision resource arrangement chain that are provided by the Solution Planning Agent and Resource Arrangement Agent. Mobile Agents carry decision tasks to the server, which has the appointed decision resources to do the problem-solving.
6) Result Synthesizing Agent (RS-Agent): Result Synthesizing Agent collects results returned by each mobile agent. It processes from bottom level tasks and gets the result of the super level task according to the logic relation of the bottom level task. It finally obtains the result of the decision problem level by level, and then submits the result to the user by User Interface Agent.
7) Mobile Agent Library: First of all, Mobile Agent is a software Agent that satisfies the target-driven characteristic of Agent and is intelligent and autonomic. Secondly, Mobile Agent can move to different address space to execute tasks among network nodes. The executing status can be saved when Mobile Agent is transferring. The execution process persists when Mobile Agent moves to the destination. Mobile Agent can not only carry on the codes and data needed in computing,
but also the Mobile Agent's status, transferring information


Figure 1. A grid and agent based open DSS model
among diverse and various servers in the network. We can assort Mobile Agents into three types: resource management mobile agent, resource trade mobile agent, task mobile agent by the task of every Mobile Agent in order to gather them into a library to do good management.
8) Agent Manager: Agent Manage is the core component of the new constructed DSS control center. It takes charge of Agent life cycle management, provides services for communication and information share among agents, and adjusts the relations of Agents.

\section*{B. The interior system}

Traditional DSS is model-driven; IDSS combines the qualitative analysis of the expert knowledge and quantitative computing ability of DSS model to do the intelligent decision support; data warehouse, data-mining and OLAP based DSS focuses on data, and provides decision support to users by analyzing, and processing the data to obtain information and knowledge. These three different types of DSS can support users to do decision at diverse aspects. With the development of the society, the decision problems and decision environment that users are facing more and more complicated. In order to provide users with more comprehensive and intelligent decision support, model, data and knowledge need to be integrated together to construct compositive and intelligent DSS that is the trend of DSS development and research.

\section*{C. Decision Service E-market}

Grid based decision service e-market is an environment where decision resources are shared, published and traded. It provides a decision resource sharing platform for decision resource creators and users, which is the foundation of flexibility and dynamic expanding of DSS based on grid and agent. Decision service e-market provides decision resources such as models, data, algorithms, knowledge and decision toolkits, as well as decision service which is the operation environment of decision problem long-distance and distributed solving. Decision service is a compounding system of decision resources and resource operation platform. It is an environment that consists of software and hardware set up by decision resource provider to solve certain decision problems. Countless commercial decision services offer a large number of alternatives for users when buying decision resources and leasing decision services, which is the embodiment of the distributedness, dynamics and openness of grid and Agent based DSS.

The new resource and service organization style, which makes decision resources and decision services as electronic commodity, changes the development and operation mechanisms of DSS. The market-oriented and cooperative development mode of DSS substituted for the traditional independent and close mode. The operation mechanism of DSS does not limit to the centralized mode as well. DSS can operate in an open and distributed environment according to its needs, which promotes resource sharing, technology advancing, cost reducing, fields expanding of DSS.

\section*{IV. ANALYSIS OF THE OPERATION MECHANISM OF GRID AND AGENT BASED OPEN DSS}

Grid and Agent based open DSS is constructed on the new platform and it has a brand new structure whose components and relations of the components have all been changed. The analysis of the operation mechanism of grid and agent based open DSS checks the foundation of every component, and lays out a complete and transparent view to the users. Figure 2 shows the operation flow of the system.

In figure 2, the resource arrangement Agent manages decision resources dynamicly that bespeaks the openness and dynamics of the system. The following text analyzes the three situations the resource arrangement Agent will face.
1) Resource Management Mobile Agent searches all the decision resources needed in solving the decision problem in the interior system. Resource Arrangement Agent arranges the decision resources according to the relative information returned by the Resource Management Agent, and creates the decision resource arrangement chain.
2) Resource Management Mobile Agent finds part of needed decision resources in the interior system. Resource Arrangement Agent sends Resource Management Agent to decision service e-market to search the lacking resources. The information of the needed decision resources which are found


Figure 2. The flow chart of operation mechanism of grid and agent based open DSS
at the resource register center will be returned to Resource Arrangement Agent, that will decide whether to buy or lease the decision service so as to achieve the optimization according to the information of the resources in the interior system. Then, Resource Arrangement Agent makes the trade strategy and sends trade Mobile Agent to the e-maket to do the resource trade. The resource data and specifications of the leased service will be given to Resource Arrangement Agent. Finally, Resource Arrangement Agent completes resource arrangement and makes the resource arrangement chain.
3) If Resource Management Mobile Agent does not find all the decision resources at the interior system or the e-market resource register center, Resource Arrangement Agent will describe the function and interface parameters of the resources on order, make the resource order strategy, send trade mobile agent to the e-market to negotiate with the resource provider brokers and order the resources.

\section*{V. The differences between the grid and agent based OPEN DSS AND THE TRADITIONAL DSS}

Analyzing the operation mechanism of grid and agent based open DSS, we can conclude:
1) Grid and agent based open DSS is an open and dynamic system. The organization of decision resources is open, dynamic and flexible. Therefore, it can dynamically expand decision resources via the e-market that is on the grid platform according to the practical needs.
2) Grid and agent based open DSS is a decision problem driven system. Though the traditional model-driven DSS has been advanced, the model-driven theory impedes its openness,
flexibility and the capability of solving dynamic problems at real time. Grid and Agent based DSS orients decision problems and organizes the decision resources based on the problem-solving, so it has excellent openness and flexibility
3) Grid and agent based open DSS focuses on the openness, dynamics and commercialization of decision resources and decision services. It transforms the mode of DSS development by utilizing the new resource organization, which makes decision resources and decision services as information commodities and trading them on the e-market. The development of DSS transform from the independent and separated mode to the market-oriented open and cooperated mode, which brings DSS to a new era.
4) Grid and agent based open DSS is more intelligent. In this system, intelligent Agent can accomplish communicating with users, disassembling problems, problem solving arrangement, decision resource arrangement, decision task assignment, result synthesis and so on. The intelligence and mobility of Agent enhance the intelligence and the capability of solving distributed problems of the DSS.

\section*{VI. Summary and Prospect}

Grid and agent based open DSS is the production of decision support technology combining grid and intelligent agent technology. Utilizing grid's distributed resource sharing and cooperating ability, it improves the distributed cooperating ability of traditional DSS. At the same time, by using multiagent and mobile agent technology, it enhances the intelligence and distributed problem solving ability. Analyzing the architecture and operation mechanism, the openness and flexibility of the new constructed system is manifested. Decision resources shared in the e-market is the foundation of the system's dynamic and open working. To publish decision resources in the e-market is our further research subject.

\section*{References}
[1] D. N. Davis. Agent-based decision support framework for water supply infrastructure rehabilitation and development. Computers, Environment and Urban Systems, vol. 24, no.3, pp. 173-190, 2000
[2] A. J. Manfred. Distributed decision support and organizational connectivity: a case study. Decision Support System, vol. 19, no. 3, pp 215-225, 1997.
[3] J. Y. Chi, X. G. Chen. A Model of Grid Based Decision Support System. Computer Science, vol. 33, no. 3, pp. 121-124, 2004.
[4] I. Foster. The Grid: A New Infrastructure for 21st Century Science. Physics Today, vol. 55, no. 2, pp. 42-47, 2002.
[5] R. Vahidov, B. Fazlollahi, Pluralistic multi-agent decision support system: a framework and an empirical test. Information and Management vol. 41, no. 7, pp. 883-898, 2004.
[6] D.B. Lange, and M. Oshima, Seven Good Reasons for Mobile Agents Comm. ACM, vol. 42, no. 3, pp. 88-89, Mar. 1999.

\title{
The Design and Implementation of Electronic Made-to-Measure System
}

\author{
SHI Xiu-jin, SUN Li \& CHEN Jia-xun \\ College of Computer Science \& Technology, Donghua University \\ 1882, Yan An Xi Rd. \\ Shanghai, 200051 China
}

\begin{abstract}
Electronic Made to Measure is a new mode of garment production. This paper analyses the state of eMTM, and introduces the functional components of the eMTM infrastructures, designs it's workflow, then gives one feasible solution. The research work of this paper will play a good role for future research and popularization of eMTM in China.
\end{abstract}

\section*{I. Introduction}

There are two modes of traditional garment customization. One is manual customization, where designer (namely tailor) uses such tools as a measuring tape, etc., to measure body shape data for customers, then customizes clothing based on the data. Manual customization has existed for many years in the world. Since its customized period is too long, the precision relies on the tailor's experience and judgment, and it lacks digitized standard, and it needs numerous modification, it makes against mass-customized clothing production and garment customization for remote customer. The other mode is customization according to the size serial standards of clothing, confirming the corresponding garment size based on the customer's body shape first, and then the second stage is to customize clothing by garment size. This mode takes less time, and at the same time it benefits mass-production. But there are many problems in it: First, because personal body shape is different from the standard body shape and people with different areas, different age brackets, even the crowds of different jobs have different body shape feature, depending on a set of unified standard simply can't meet the different people's need of garment fitting. Second, because the size standard of China was formulated relatively early, and the categorized method is simple, it can't reflect accurately the body shape feature of Chinese people at present. And the third is that it is unfavorable to the clothing industry carrying on the dress designing and production accurately based on body shape feature and requirement of the different consumer groups.

Made to Measure (MTM) is a mode which regards the consumer as the center totally. The mode which organically combines body measurement, style choice, body shape analysis, dress design, and clothing order, etc. achieves high-efficient and fast garment customization production [1]. Therefore, MTM can meet the demand of garment fitting, and it can meet the need of not only the group but also the individual. However, for every segment in MTM production is
relatively independent, it is unable to form a intact industry roller chain. And some segments are still at manual stage, e.g. the critical step in MTM ----finding the difference in control segment and manually revising the selective template, where the decision depends on the worker's own knowledge structure and working experience, so it limits the industrialized application. As a result, the industrialized MTM production has become the important problem which should be solved urgently with the digitized development of current garment manufacture.

With the rapid development of computer and network communication technology, especially the emergence of the 3D body scanner that serves for garment manufacture makes possible using computer technology to achieve the digitized eMTM production, and it aims to achieve mass-customization utilizing the digitized and networked technology to combine the digitized body size scanning and measurement, digitized body shape analysis, automatic mapping between body shape and size, CAD design, garment customization and vendition through network etc. to, then it makes possible individual clothing and service for every customer.

\section*{II. Research background}

At present, more than twenty academies and a dozen large-scale clothing manufacturing enterprises have already participated in the research of eMTM system. The European textile clothing organization (EURATEX) proposed a plan that aims to achieve a new electronic commerce E-Tailor which uses 3D body scanner with modern network technology and clothing CAD technology to establish eMTM production [2]. Japan and America have already exploited their own eMTM system respectively too, and the systems have been applied in market for test. Such as Baird Menswear suit company of Britain, 80 percent of suits which are sold to internal and external market finished by eMTM system, and the clothing series contain thousands upon thousands combinations with different styles, color and specification. For another instance, Europe is building the body shape databank, England is establishing size serial standards-SizeUK, America is also establishing a new SizeUA and so on. They as the basic technology in eMTM are developing more rapidly. Now EURATEX has made the digitized garment customization as a important direction of studying at the development of clothing industry in the future. EMTM system is also used in
mass-customization widely. In 2002,the American navy advanced "Navy Uniform Project". And this project utilizing eMTM system has succeeded in customizing altogether forty shapes of body for 40,000 soldiers [3].
In China, the research of eMTM technology still quite lags behind, and the key technology enumerated above hasn't been solved. One suit of digital garment customization system which fit Chinese garment manufacture hasn't emerged to date. Therefore, researching the key technology of eMTM has very important academic and practical meaning for the digitized development of Chinese garment manufacture. Donghua University has begun to cooperate with European Union in launching "The New Generation Digitized Clothing Technology Research in Eurasia (Eurasia Tex)", and has begun to research eMTM system based on BMS system of the American textile technology corporation \(\left([T C]^{2}\right)\).
BMS system of \([\mathrm{TC}]^{2}\) is noncontact body scanning and measurement system [4]. It utilizes equipment to cast grid towards body surface, then it arises echo on body surface according to the optical principle, and it is shot by CCD camera, and it conveys the information to the imaging software system through sensor. We can use 3D body scanner to obtain the picture of a human body as well as body model, and its detailed size.
The scanned file format provided by BMS system has many categories which contain image format (.tif), 3D lattice format (.bin, .url), body model format (.rbd) and size format (.ord). Among them size format can obtain more than 200 body size parameters directly, but 3D lattice format can gain more parameters. Figure 1 illustrates some file formats.

\section*{III. OUR RESEARCH}

E-Tailor that EURATEX realized has proposed the main functional components of E_TAILOR infrastructure [5], as Fig. 2 shows.

Customer stores his personal information including body data scanned by 3D body scanner to multi-application smartcard, and sends to remote human body measurement databank through Internet. Then customer can remote order garments. There are some key problems need to be tackled.

a. Image format \(\quad\) b. Lattice format \(\quad\) c. Size format Fig.1. Formats of 3D body scanning image


Fig.2. The functional components of the E-TAILOR infrastructure
A. Modeling \(3 D\) human body

We can use the VRML file of body by 3D body scanner to create 3D human body model. One simple way to display 3D body model is reading VRML file directly through the browser plug-in of VRML, but the model can't be rotated with the scale freely, and can only show the whole human body, can't show one special part of body alone, and the display mode is single , can't show by way of some clouds or nets. It is inconvenient to further application, so we need to deal with VRML file further by means of programming.

Java3D, as an advanced 3D graphics programming API, nearly includes all function offered by VRML2.0, and have the power of Java at the same time, can use to write out complicated 3D application program. Java3D encapsulates OpenGL and DirectX, adopts scene picture which can compiled to raise the efficiency as data structure. So we adopt Java3D technology to deal with VRML file and create 3D body model. Fig. 3 is the scene picture of 3D body model.


Fig. 3 The scene picture of 3D body model

\section*{B. Data exchange}

EMTM system allows users to upload local 3D human body data remotely, can offer various kinds of search information to user. XML as the standard language can help system become open. Customer can upload their data which mapped into RDB on the server in XML. At the same time eMTM deals with the data to store into RDB. Enterprise can query some information in XML, the result from RDB will be converted into XML format.

One XML-RDB displayed in Fig. 4 lies in the intermediate tier of three tiers application can realize the data exchange between XML and RDB.

\section*{IV EmTM System software}

\section*{A. Key Workflow}

The kernel workflow of the eMTM system is shown in fig.5. Donghua University has already cooperated with Wacoal Corporation in the survey of woman's body shape in Jiangsu province, Zhejiang province and Shanghai. 850 groups of the woman's measurement data where the age ranges between 20 years old and 50 years old and the job involve each trade have been obtained using 3D body scanner. The measurement data was made a body shape analysis firstly, then standard body shape \& size database was built using clustering analysis method, and the standard 3D human body visualization database was created utilizing Java 3D. After the customer stored the 3D measurement data in body databank with 3D body scanner of BMS system, the corresponding body shape \(\&\) size can be found in the standard body shape \& size databank using matching arithmetic, and the virtual try-on will be achieved after the 3D human body visualization is acquired through individualized processing using standard 3D human body visualization database.

\section*{B. Logic structure}

We use J2EE technology combined with MVC design pattern to design the logic structure of eMTM system. In the construction of the system we consulted the WAF (Web Application Framework) used by BluePrints samples which were issued by SUN corporation [6]. The systemic logic structure is shown in fig. 6.

\section*{C. Functional module}

The main functional module is divided into several parts as follows according to the structure of eMTM system:


Fig.4. XML-RDB Prototype structure


Fig.6. Logic structure of eMTM system

Data support and preparing module: it provides integrated relevant data support for describing body shape, building body measurement database, analyzing body shape and application of eMTM oriented. And the main function of it is collecting and uploading the user's body measurement data and other relevant data, and providing the database access interface for body shape analysis and 3D human body visualization.

Body shape \& size analyzing module: the main function of it is according to mass body measurement data using clustering analysis to confirm the classified body shape reference standard, building standard body shape databank, and then with the combination of the former Chinese apparel size serial standard building the apparel size reference standard according with the current Chinese body shape feature, building standard size database. After received the user's body shape data, eMTM system will analyze the user's body shape feature and send the result to the clothing design system. Then the clothing design system will calculate the apparel size according with the user's body shape based on the user's body shape feature, and will automatically chalk out and do template. At the same time, the apparel CAD system will generate 3D models which contains outer swear, business suit, trousers, skirt, shirt etc. style based on the user's need. And these 3D models will be stored in system server with VRML file format.

3D human body visualization module: its main function is generating corresponding 3D human body visualization based on the user's 3D body measurement data, and implementing virtual try-on when the user is online.

Garment customization module: its main function is to achieve the user's garment customization. The user chooses clothing style he needs from the clothing sample catalogue,
then downloads the 3D apparel model created by apparel CAD system to the client, shows the model at the client's browser. The system provides virtual-try-on that shows 3D clothing model for user with this method. After he has confirmed the custom-made clothing, the user can make a clothing order online pay for it through network. The eMTM system sends the user's order to the clothing industry which will begin the clothing production and complete the procedure of eMTM.

Smartcard module: it offers multi-application smartcard platform divided into two parts: making cards and retailer clients. Smartcard stores the user's social information and body shape information. Customers send their information stored in smartcards to remote eMTM system through POS machine on Internet, then order garments remotely.
Data exchange module: the main function is describing in XML standard language and establishing the exchange reference standard about 3D body measurement data, thereby the exchange and integration of 3D measurement data is achieved among the different area and operation system with XML document.
In this system the representation tier takes charge of representing the data to the user and interacting with user and communicating with other tiers. For example, it deals with the user's input, shows the analysis result for user, provides service with server and so on. The representation tier communicates with other layers with defining explicit interface, and it is implemented by static HTML page and dynamic JSP page. The intermediate tier is composed of web server and application server. Web server adopts the form of JSP + JavaBean + Servlet. The business agent component at application server is implemented by SessionBean which links the preceding and the following and reduces the network burden. The data service tier connects with database closely. We utilize EntityBean to encapsulate the operation of the relevant table in database and implement the encapsulation of the bottom and the access to the lower tier.
V. Conclusions

As a new mode of digitizing clothing production, eMTM
production meet clothing production's need of varying from mass but little varieties to few but much varieties and single production development. And it will be widely applied at the garment production in the future. Some functional module in eMTM system designed at this paper have already put into practice, e.g. it provides the service of body shape analysis in woman's underwear production of Wacoal Corporation and has made better result. The impact of the research result of this paper concluded by this paper will play positive guidance and support function in applying and spreading eMTM production in China. And the result offers very useful reference from theory and practice for the digitized development of clothing industry in China.
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Abstract - Ant systems are flexible to implement and give possibility to scale because they are based on multi agent cooperation. The aim of this publications is to show the universal character of that solution and potentiality to implement it in wide areas of applications. The increase of demand for effective methods of big document collections management is sufficient stimulus to place the research on the new application of ant based systems in the area of text document processing. The author will define the ACO (Ant Colony Optimization) meta-heuristic, which was the basis of method developed by him. Presentation of the details of the ant based documents clustering method will be the main part of publication.

\section*{I. The Origin Of ACO (ANT COLONY Optimization)}

One of the topics that was deeply explored in the past by ethnologist was the understanding of mechanism how almost blind animals were able to find the shortest way from nest to a food. Comprehension of the way to achieve this task by nature was the first step to implement that solution in algorithms area. Main inspiration to craete ACO metaheuristic were researches and experiments done by Goss and Deneubourg [6].

Ants (Linepithaema humile) are the insects that live in the community called colony. The primary goal of ants is the survival of the whole colony. A single specimen is not essential, only bigger community may efficiently cooperate.

Ants possess the ability of such efficient cooperation. It bases on work of many creatures, who evaluate one solution as a colony of cooperative agents. Individuals do not communicate directly. Each ant creates its own solution that contributes to the whole colony's solution [8]. The ability to find the shortest way between the source of the food and the ant-heel is a very important and interesting behavior of the ant colony. It has been observed that ants use the specific substance called pheromone to mark the route they have already gone through. When the first ant randomly chooses one route it leaves the specific amount of pheromone, which gradually evaporates. Next ants which are looking for the way, will, with greater probability, choose the route where they feel more pheromone and after that they leave their own pheromone there. This process is autocatalic - the more ants choose a specific way, the more attractive it stays for the others. Above information bases mainly on Marco Dorigo publications. He is the one who most of all contributed to develop the research in the ant systems area. His publications are the bigest repository of ACO information [7] [8].

\section*{II. Aco-Based Clusterig Method}

Noticed analogy between finding the shortest way by ants and finding documents most alike (the shortest way between documents), and in addition ability to use agents who construct their individual solutions as an element of the general solution, became the stimulus to begin research on using the ant based algorithms in the documents clustering process.

\section*{A. Details of processing}

The method of document clustering which is introduced here, is based on artificial ant system. Application of such solution will be used as a method of finding the shortest path between the documents, which is the goal of the first phase (trial phase) of considered method. The second phase (dividing phase) will have a task to actually separate a group of documents alike.

The aim of trial phase is to find the shortest path connecting every document in the set using ACO algorithm. That is equivalent to building a graph, whose nods would make up a set of analyzed documents. The probability of choosing next document \(j\) by ant \(k\) occupying document \(i\) is calculated by following function (1).
\[
\begin{equation*}
p_{i j}^{k}(t)=\frac{\left[\tau_{i j}(t)\right]^{\alpha} *\left[s_{i j}\right]^{\beta}}{\sum_{k \in Z_{k}}\left[\tau_{i k}(t)\right]^{\alpha} *\left[s_{i k}\right]^{\beta}} \tag{1}
\end{equation*}
\]

In the above formula, \(Z_{k}\) represents list of documents not visited by ant \(k, \tau_{i j}(t)\) represents the amount of pheromone trail between documents \(i, j, \alpha\) is intensity of pheromone trail parameter, \(\beta\) is visibility of documents parameter, however \(s_{i j}\) is cosine distance between documents \(i\) and \(j\). After ants complete their trace the pheromone trail is evaporated and new amount of pheromone is left between every pair of documents. The amount of pheromone that is left by the ants is dependent on quality the constructed solution (length of the path). In practice, adding the new portion of pheromone to trail and its evaporating is implemented by formula presented below. This formula (2) is adapted to every pair of documents \((i, j)\).
\[
\begin{equation*}
\tau_{\mathrm{ij}}(\mathrm{t}) \leftarrow(1-\rho) * \tau_{\mathrm{ij}}(\mathrm{t})+\Delta \tau_{\mathrm{ij}}(\mathrm{t}) \tag{2}
\end{equation*}
\]

In the above formula, \(\rho \in(0,1>\) stands for the pheromone trail decay coefficient, while \(\Delta \tau_{i j}(t)\) is an increment of pheromone between documents (i,j). Below the dependence (3) that controls the amount of pheromone left by ant \(k\) between pair of documents \((\mathrm{i}, \mathrm{j})\) is presented.
\[
\Delta \tau_{i j}^{k}(t)= \begin{cases}n / L_{k}(t) & , \text { for }(\mathrm{i}, \mathrm{j}) \in \mathrm{T}^{\mathrm{k}}(\mathrm{t})  \tag{3}\\ 0 & , \text { for }(\mathrm{i}, \mathrm{j}) \in \mathrm{T}^{\mathrm{k}}(\mathrm{t})\end{cases}
\]

In the above formula, \(T^{k}(t)\) means a set or document pairs that belong to path constructed by ant \(\mathrm{k}, L_{k}(t)\) is length of path constructed by ant k , while n is the amount of all documents. Finding the shortest path connecting every document in the set will be equivalent to building a graph, which nods would make up a set of analyzed documents. Documents alike would be neighboring nods in the graph, considering that the rank of the individual nods will fulfill the condition of being smaller or equal to 2 , which means that in the final solution one of the documents would be connected to only two others (similar) each document in the designed solution would appear only ones. Gaining of such solution would mean the end of the first phase, known as preparing.

The code below represents the trial phase.
```

Procedure sequence_preparation()
reset_pheromone();
inialize_ants(number_of_ants);
for(number_of_ants)
{
reset_ant();
build_solution();
update_best_document_sequence();
{
distribute_pheromone();
}
Procedure build_solution()
{
while (available_documents)
{
update_ant_memory(current_document);
compute_transition_probablities(current_doc,ant_mem);
choose_document ();
move_to_next_document();
}
record_document_sequence(),

```

The Fig. 1 represents the result of trial phase.


Fig. 1. The shortest path between documents.
In the following stage of the process it is necessary to separate a group of documents alike in a sequence obtained in the first phase. The separation of groups is obtained by appropriate processing of the sequence of documents (the shortest path) received in the preparing phase. Following individual steps of that process are described. The vector that represent the first document in sequence is recognized as centroid \(\mu\) of the first group that is separated. In the next step we calculate the sum of all elements (positions) of the centroid vector. After that we calculate the cosine distance between centroid vector \(\mu\) and vector \(D\) that represent the next element of documents sequence. Next, we check the condition (4). If it is true, then the considered element permanently becomes the member of first group. We recalculate the value of centroid and try to wide this group by adding the next element from sequence.
\[
\begin{equation*}
\delta * \sum_{k=1}^{n} t_{\mu k}<\cos (\mu, D) \tag{4}
\end{equation*}
\]

The \(\delta\) parameter is called attachment coefficient and its range is \((0,1>\). However, if the condition is false, then the separation of first group is finished and the separation of the next (second) group begins. Vector of considered document that couldn't be added to the first group becomes initial centroid of the new group. The whole process is repeated from the beginning. Processing is finished when whole sequence of documents is done.

The Fig. 2 represents groups separation.


Fig. 2. Groups separation.
The code below represents the dividing phase.
```

Procedure groups_separation()
i
while (available_documents)
i
if (current_document==first_document)
{
new_group_creation();
add_document_to_group (current_document);
centroid_calculation(current_group);
}
else
if (check_attachment_condition)
{
add_document_to_group(current_document)
centroid_calculation(current_group);
}
else
new_group_creation();
add_document_to_group(current_document);
centroid_calculation(current_group);
}
}
}
}

```

\section*{B. Variants of method}

The amount of separated groups depends precisely on attachment coefficient. When we use a big value (close to 1 ) of \(\delta\) parameter as a result of processing we received a big amount of groups with high degree of cohesion. The decrease of \(\delta\) value causes receiving smaller amount of groups with less cohesion. In connection with above conclusion there is a possibility to propose two variants of considered method.

The first variant called by author - single pass, is based on very precise execution of the trial phase - a lot of ants. The duration of the first phase increases, however this activity permits to accept smaller value of attachment coefficient during dividing phase and finishing processing after single pass of algorithm - single trial phase and single dividing phase.

The clustering method that uses the single pass variant is the example of non-hierarchical clustering method. The main advantage of that method is that operator does not have to set the expected number of clusters at the beginning of processing. Results received in this variant are less precise than results from second variant, however the time of processing is much shorter than time of a second proposed variant. This type of considered method can also act as trial phase for other clustering algorithms. The example can be separations of centroids for K-means method.

Second variant called by author - periodic, differs a little bit from variant proposed earlier. It assumes periodic processing of both phases: trial and dividing. In every iteration of dividing phase the small numbers of neighbors are connected into small groups. The value of attachment coefficient is very high in initial phases and is gradually decreased to allow group creation in next iterations. Each group during processing is represented by centroid. After group creation and centroids calculations the next iteration can be started - finding the shortest path between centroids and documents. The whole process is finished when all documents are connected as a single cluster or when the stop criterion is reached.

This variant is an example of agglomerative hierarchical clustering method that begins from a set of individual elements which are then connected to the most similar elements forming bigger and bigger clusters. The result of hierarchical technique processing is creating nested sequence of partitions. The main partition is placed at the top of hierarchy. It includes all elements from considered collections. The base of hierarchy creates individual elements. Every middle level can be represented as combination of clusters that are at the lower level in hierarchy. User can choose any level that satisfied him as solution.

\section*{C. Optimization}

The second variant proposed by author is the dynamic one. It means that during each iteration optimal solution (the shortest path) is changed. It is indicated to use optimization method that adopts solution to changing optimum. The key aspect is to use solution that was received in previous phases previous iterations; to find a solutions to the changing problem. Till now one of the dynamic problems that was solved by using ant algorithms was the problem of finding route in telecommunication network was [9] [10]. In presented method (periodic variant), a change (adding new calculated centroids) takes place in the exact point of time (next iteration) and it is required that algorithm should adopt to the change. In the basic version of presented method after the problem is changed (adding new centroids and erasing early grouped documents) algorithm is reset. If we assume that the change of problem is relatively small, it is probable that the new optimum will be connected with the old one. It can be useful to transfer a knowledge that was discovered during creating the old solution to build the new one.

To reach the strategy described above, author proposes to use the modification of pheromone trail between documents as a response for changing the problem: adding new centroid and erasing document. During pheromone trail modification the problem is to keep right balance between resetting the correct amount of pheromone, to make process of finding new optimal solution flexible, and keeping enough knowledge to accelerate searching process.

The strategies of pheromone modification were presented inter alia in publications [11] [12]. Modifications that were described in those publications can be called - global, but their disadvantage is the fact that they do not include place where
the change took place. According to that, to calculate initial amount of pheromone trail for iterations \(<>1\), author proposes using strategy that is called \(\eta\)-startegy, described in [13]. The " \(\eta\)-startegy" uses heuristic information, distance between documents, to define a degree of compensation that should be performed on a value of pheromone trail. This method is based on implementing the function that is presented below to calculate pheromone trail for every couple of documents/centroids \((i, j)\) :
\[
\begin{equation*}
\tau_{\mathrm{ij}} \leftarrow\left(1-\gamma_{\mathrm{i}}\right)^{*} \tau_{\mathrm{ij}}+\gamma_{\mathrm{i}}^{*}(\mathrm{n}-1)^{-1} \tag{5}
\end{equation*}
\]

Parameter \(\gamma_{i} \in<1,0>\) is called the reset value and for every document/centroid its value is proportional to distance between document/centroid \(i\) and new added element \(j\). The value of reset parameter:
\[
\begin{equation*}
\gamma_{\mathrm{i}}=\max \left(0, \mathrm{~d}_{\mathrm{ij}}{ }^{\mathrm{s}}\right), \tag{6}
\end{equation*}
\]
where
\[
\begin{gather*}
\mathrm{d}_{\mathrm{ij}}^{\mathrm{s}}=1-\left(\mathrm{s}_{\mathrm{avg}} / \lambda^{*} \mathrm{sij}\right),  \tag{7}\\
\mathrm{S}_{\mathrm{avg}}=\left[\mathrm{n}^{*}(\mathrm{n}-1)\right]^{-1} \Sigma_{\mathrm{i}=1}^{\mathrm{n}} \Sigma_{\mathrm{k}<\mathrm{i}} \mathrm{~s}_{\mathrm{ki}},  \tag{8}\\
\lambda \in<1, \infty) . \tag{9}
\end{gather*}
\]

Parameter \(n\) define the number of elements that take part in processing.

\section*{III. SUMMARY}

Clustering of big documents sets may be classified as a complicated computing problem. Ant systems are flexible to implement and give possibility to scale because they are based on multi agent cooperation. Experiments have shown that idea of using ACO meta-heuristic in described way to solve document clustering problem is useful and functional. Indication the place of that method in the document clustering area needs comparison with other available methods. The research is in progress and detailed results of tests will be soon published.
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\begin{abstract}
We develop a dynamic game model to study the optimal control of the economies in a two-country monetary union under strategic interactions between macroeconomic policy-makers. In this union, governments of participating countries pursue national goals when deciding on fiscal policies, whereas the common central bank's monetary policy aims at union-wide objective variables. For a symmetric demand shock, we derive numerical solutions of the dynamic game between the governments and the central bank. The different solution concepts for this game serve as models of a conflict between national and supra-national institutions (noncooperative Nash equilibrium) on the one hand and of coordinated policy-making (cooperative Pareto solutions) on the other. We show that there is a trade-off between instruments' and targets' deviations from desired paths; moreover, the volatility of output and inflation increase when private agents react more strongly to changes in actual inflation.
\end{abstract}

\section*{I. Introduction}

DYNAMIC macroeconomic policy-making has usually been regarded as a problem of optimal control of a national economy under a policy-maker's objective function in the theory of quantitative economic policy. However, conflicts between decision-makers with different objectives constitute an essential element of the policy-making process. In particular, different policy-making institutions, which are responsible for specific policy instruments and/or areas, may differ with respect to their preferences. For example, central banks are often highly adverse against inflation, while governments frequently put more emphasis on goals like full employment or high GDP growth. Another possible conflict may arise between policy-makers of different countries, who often pursue primarily their national interests and do not care about effects of their actions to other countries. There may be even a conflict of interest between the policy-makers of a country and the preferences of (a majority of) their own citizens. For modeling these and similar potential conflicts, dynamic game theory has proved to be a valuable analytical tool, and several macroeconomic policy applications of this
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theory can be found in the literature (see, e.g., [4], [5])
Dynamic game models are usually more complex than optimum control problems, and only in rare cases analytical solutions for these models are available (see, e.g., [1]). Therefore, even for small macroeconomic models, numerical solutions or approximations to them are the best one can hope for. In this paper, we use the OPTGAME algorithm [3] to analyze a macroeconomic policy problem for a twocountry monetary union. OPTGAME is a numerical algorithm designed for calculating solutions of dynamic games with a finite planning horizon. It solves discrete-time LQ (linear-quadratic) games, and approximates the solutions of nonlinear-quadratic difference games by iteration. At present, the algorithm calculates the open-loop and the feedback Nash equilibrium solution and the cooperative Paretooptimal solutions for an arbitrary number of players.

\section*{II. The Model}

In a monetary union, national currencies and national central banks are completely replaced by a common currency and a common central bank, respectively. Here we consider the simple case of a monetary union consisting of two symmetric countries (countries of equal size with identical model parameters).
In the following description of the macroeconomic model, capital letters indicate nominal values, while lower case letters correspond to real values. The superscripts \({ }^{d}\) and \({ }^{s}\) denote demand and supply, respectively. Model parameters are denoted by Greek letters. The model consists basically of a (mostly exogenous) supply side showing long-run equilibrium growth and short-run deviations from the long-run growth path due to Keynesian features of goods and financial markets. The two countries under consideration are linked both through goods markets (exports and imports of goods and services) and through the integrated money markets. Three active policy-makers are considered: the governments of the two countries and the common central bank of the monetary union.

The goods market for each country is modeled by a shortrun income-expenditure equilibrium relation superimposed
on an exogenous natural growth path. For \(t=1, \ldots, T\), real output in country \(i(i=1,2)\) at time \(t\) is given as the sum of the long-run equilibrium level of real output, \(\bar{y}_{i t}\), and the short-term deviation there from, \(\tilde{y}_{i t}\), i.e.,
\(y_{i t}=\bar{y}_{i t}+\tilde{y}_{i t}\),
where
\(\bar{y}_{i t}=(1+\theta) \bar{y}_{i(t-1)}, \bar{y}_{i 0}\) given,
\(\tilde{y}_{i t}=\frac{\delta_{i}\left(P_{j t}-P_{i t}\right)}{P_{i t}}-\gamma_{i}\left(r_{i t}-\theta\right)+\rho_{i} \widetilde{y}_{j t}-\eta_{i} \tilde{f}_{i t}+z_{i t}\),
for \(i \neq j(i, j=1,2)\). The variable \(P_{i t}(i=1,2)\) denotes country \(i\) 's general price level, \(r_{i t}(i=1,2)\) represents country \(i\) 's real interest rate, and \(\widetilde{f}_{i t}(i=1,2)\) denotes country \(i\) 's real fiscal surplus (if negative, its real fiscal deficit). \(\tilde{f}_{i t}(i=1,2)\) in (3) is country \(i\) 's fiscal policy instrument, i.e., its control variable. The natural real growth rate, \(\theta \in[0,1]\), is assumed to be equal to the natural real rate of interest. The parameters \(\delta_{i}, \gamma_{i}\), \(\rho_{i}, \eta_{i}, i=1,2\), in (3) are assumed to be positive. The variables \(z_{1 t}\) and \(z_{2 t}\) are non-controlled exogenous variables and represent exogenous demand-side shocks on the goods market.

For \(t=1, \ldots, T\), the current real rate of interest for country \(i\) ( \(i=1,2\) ) is given by
\(r_{i t}=R_{E t}-X_{i t}\),
where \(R_{E t}\) denotes the common nominal rate of interest determined by the common central bank of the monetary union, and \(X_{i t}(i=1,2)\) represents country \(i\) 's rate of inflation. The long-run equilibrium or natural (nominal and real) interest rate, \(\bar{R}_{E t}=\bar{r}_{i t}=\theta\), is "inflation-free", i.e. \(\bar{X}_{i t}=0\) for \(i=1,2\).

The general price levels and inflation rates for \(i=1,2\) and \(t=1, \ldots, T\) are determined according to an expectationsaugmented Phillips curve, i.e., the rate of inflation depends positively on expected inflation and on goods market excess demand:
\(P_{i t}=\left(1+X_{i t}\right) P_{i(t-1)}, \quad P_{i 0}\) given,
\(X_{i t}=X_{i t}^{e}+\xi_{i} \tilde{y}_{i t}\),
where \(\xi_{1}\) and \(\xi_{2}\) are positive parameters. \(X_{i t}^{e}(i=1,2)\) is the rate of inflation of country \(i(i=1,2)\) expected to prevail during time period \(t\), which is formed at the end of time period \(t\) \(-1, t=1, \ldots, T\). Inflationary expectations are formed according to the hypothesis of adaptive expectations:
\(X_{i t}^{e}=\varepsilon_{i} X_{i(t-1)}+\left(1-\varepsilon_{i}\right) X_{i(t-1)}^{e}\),
where \(\varepsilon_{i} \in[0,1]\) for \(i=1,2\) are positive parameters determining the speed of adjustment of expected to actual inflation.

We also define average variables for output and inflation in the monetary union as
\[
\begin{align*}
& y_{E t}=\omega y_{1 t}+(1-\omega) y_{2 t}, \quad \omega \in[0,1]  \tag{8}\\
& X_{E t}=\omega X_{1 t}+(1-\omega) X_{2 t}, \quad \omega \in[0,1] \tag{9}
\end{align*}
\]

Real money demand in country \(i(i=1,2)\) is the sum of long-run and short-run real money demand:
\(m_{i t}^{d}=\bar{m}_{i t}^{d}+\widetilde{m}_{i t}^{d}\).
Short-run real money demand is determined by a Keynesian money demand function involving both the transactions and the speculative motive:
\(\widetilde{m}_{i t}^{d}=\kappa_{i} \tilde{y}_{i t}-\lambda_{i}\left(R_{E_{t}}-\theta\right)\).
Here \(\kappa_{i}, \lambda_{i}(i=1,2)\) are positive parameters, \(\theta\) is the natural rate of interest, and \(R_{E t}\) denotes the common nominal interest rate. In accordance with the long-run equilibrium relations, \(\bar{y}_{i t}=y_{i t}, \tilde{y}_{i t}=0, \bar{X}_{i t}=0\) and \(\bar{r}_{i t}=\theta(i=1,2)\), and long-run equilibrium money demand is given by
\(\bar{m}_{i t}^{d}=\kappa_{i} \bar{y}_{i t}\).
This leaves us with the following relationship for the longrun demand for money in country \(i(i=1,2)\) :
\(\bar{M}_{i t}^{d}=P_{i t} \bar{m}_{i t}^{d}=P_{i t} \kappa_{i}(1+\theta) \bar{y}_{i(t-1)}\).
In a monetary union, the sum of the countries' money demands has to be equal to the monetary union's money supply. Here we assume the money market always to clear in the short-run, too, and hence money supply to be equal to the sum of short-run money demands in countries 1 and 2,
\(M_{E t}^{s}=M_{1 t}^{d}+M_{2 t}^{d}\).
This leads to the money market equilibrium condition for the monetary union:
\(M_{E t}^{s}=\kappa_{1} y_{1 t} P_{1 t}+\kappa_{2} y_{2 t} P_{2 t}-\left(\lambda_{1} P_{1 t}+\lambda_{2} P_{2 t}\right)\left(R_{E t}-\theta\right)\)
This implies that in both countries the price level will stay constant in the long run if money supply, \(\bar{M}_{E t}^{s}\), grows at the natural rate \(\theta\).

The government budget constraint is given as an equation for government debt of country \(i(i=1,2)\),
\(D_{i t}=\left(1+R_{E(t-1)}\right) D_{i(t-1)}-F_{i t}-\beta_{i} \widetilde{B}_{E t}, \quad D_{i 0}\) given,
where the nominal fiscal surplus of country \(i(i=1,2)\) is determined by the identity
\(F_{i t}=P_{i t} f_{i t}=P_{i t} \widetilde{f}_{i t}\).
\(\widetilde{B}_{E t}\) denotes the short-term deviation of high-powered money, \(B_{E t}\), from its long-run equilibrium level, \(\bar{B}_{E t}\). The long-run (equilibrium) stock of high-powered money is assumed to grow at the constant natural rate \(\theta\). Hence,
\(B_{E t}=\bar{B}_{E t}+\widetilde{B}_{E t}=(1+\theta) \bar{B}_{E(t-1)}+\widetilde{B}_{E t}\).
\(\widetilde{B}_{E t}\) represents the control variable of the monetary union's common central bank. The change in high-powered money is distributed as seigniorage to the two countries according to given positive parameters \(\beta_{1} \in[0,1]\) and \(\beta_{2}:=1-\beta_{1}\). Assuming a constant money multiplier, \(\psi\), the broad money supply of the monetary union is given by
\(M_{E t}^{s}=\psi B_{E t}\).
Both national fiscal authorities are assumed to care about stabilizing inflation, output, debt, and fiscal deficits of their own countries, i.e., they aim at zero inflation, natural output
growth, zero government debt and a balanced budget at each time \(t\). The common central bank is interested in stabilizing inflation and output in the monetary union and in a low variability of its supply of high-powered money. Hence, the individual objective functions (loss functions, to be minimized) of the national governments ( \(i=1,2\) ) and of the common central bank are given by
\[
\begin{align*}
J_{i}= & \frac{1}{2} \sum_{t=1}^{T}\left(\frac{1}{1+\theta}\right)^{t}\left(\alpha_{i y}\left(y_{i t}-\bar{y}_{i t}\right)^{2}+\alpha_{i X}\left(X_{i t}-\bar{X}_{i t}\right)^{2}\right. \\
& \left.+\alpha_{i D}\left(D_{i t}-\bar{D}_{i t}\right)^{2}\right)+\frac{1}{2} \sum_{t=1}^{T}\left(\frac{1}{1+\theta}\right)^{t} \alpha_{i f} \widetilde{f}_{i t}^{2},  \tag{20}\\
J_{E}= & \frac{1}{2} \sum_{t=1}^{T}\left(\frac{1}{1+\theta}\right)^{t}\left(\alpha_{E y}\left(y_{E t}-\bar{y}_{E t}\right)^{2}+\alpha_{E X}\left(X_{E t}-\bar{X}_{E t}\right)^{2}\right.  \tag{21}\\
& \left.+\alpha_{E B} \widetilde{B}_{E t}^{2}\right)
\end{align*}
\]
where all weights are positive numbers \(\in[0,1]\). The joint objective function for the calculation of the cooperative Pareto-optimal solution is given by \(J=\mu_{1} J_{1}+\mu_{2} J_{2}+\mu_{E} J_{E}\), \(\left(\mu_{1}, \mu_{2}, \mu_{\mathrm{E}} \geq 0, \mu_{1}+\mu_{2}+\mu_{E}=1\right)\).

The parameters of the model are specified numerically in the simplest possible way, leaving us with a symmetric monetary union (see Table I). For the parameter \(\varepsilon_{i}\), Table I gives the value for our benchmark case (Section III); it will be varied later on (Section IV). The target values assumed for the objective variables of the players are given in Table II; they are basically the long-run equilibrium values of the respective variables. The initial values of the state variables of the dynamic game model are shown in Table III.

Equations (1) - (21) constitute a nonlinear dynamic game with a finite planning horizon, where the objective functions are quadratic in the paths of deviations of state and control variables from their respective desired values.

TABLE I
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \(T\) & \(\theta\) & \[
\begin{gathered}
\delta_{i}, \gamma_{i}, \\
\rho_{i}, \varepsilon_{i}, \\
\omega, \beta_{i}
\end{gathered}
\] & \(\xi_{i}\) & \(\lambda_{i}\) & \(\psi\) & \[
\begin{gathered}
\eta_{i,}, \kappa_{i}, \\
\alpha \text { 's }
\end{gathered}
\] & \(\mu_{i}\) \\
\hline 20 & 0.03 & 0.5 & 0.25 & 0.15 & 2.0 & 1.0 & 0.33 \\
\hline
\end{tabular}

TABLE II
TARGET VALUES FOR THE SYMMETRIC MONETARY UNION
\begin{tabular}{ccccccc}
\hline \(\bar{y}_{i t}\) & \(\bar{y}_{E t}\) & \(\bar{X}_{i t}\) & \(\bar{X}_{E t}\) & \(\bar{D}_{i t}\) & \(\overline{\widetilde{f}}_{i t}\) & \(\overline{\widetilde{B}}_{E t}\) \\
\hline\((1+\theta)^{t}\) & \((1+\theta)^{t}\) & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}

TABLE III
Intitial values at time 0 For the symmetric monetary union
\begin{tabular}{ccccccccc}
\hline \multicolumn{1}{c}{ INITAL } \\
\(\bar{y}_{i}\) & \(\tilde{y}_{i}\) & \(P_{i}\) & \(X_{i}\) & \(D_{i}\) & \(R_{E}\) & \(\bar{B}_{E}\) & \(\widetilde{f}_{i}\) & \(\widetilde{B}_{E}\) \\
\hline 1 & 0 & 1 & 0 & 0 & \(\theta\) & 1 & 0 & 0 \\
\hline
\end{tabular}

\section*{III. Optimal Fiscal and Monetary Policies: A Benchmark Case}

Next, we study the behavior of the model under different assumptions about the shocks acting on the monetary union, i.e., about the paths of the exogenous non-controlled variables. We consider a temporary positive symmetric demand shock influencing the economies of the two countries in the same way. In particular, we assume that autonomous real output (GDP) in both economies rises by \(1.5 \%\) of GDP above the long-run equilibrium path for the first four periods and less (declining) for the next three periods: \(z_{i 0}=0, z_{i 1}=z_{i 2}=z_{i 3}=z_{i 4}=0.015\), \(z_{i 5}=0.01, z_{i 6}=0.005, z_{i 7}=0.0025\), and \(z_{i t}=0\) for \(t \geq 8\), \(i=1,2\). We start with the benchmark case of \(\varepsilon_{i}=0.5\).

Without policy intervention, this demand side shock leads to higher output during the first four periods and to higher inflation during the first five periods (compared to the longrun equilibrium path), but lower output and inflation afterwards (see the path denoted as "uncontrolled" in Figs. 3 and 4). The uncontrolled dynamic system adjusts in dampened oscillations, approaching the long-run path only slowly (not within the planning horizon of twenty periods). Deviations of output from its equilibrium path amount to less than 0.33 \(\%\) (in the first period), of actual inflation less than \(0.11 \%\); the expected rate of inflation remains below \(0.1 \%\). This shows that, even without policy intervention, there is sufficient negative feedback in the system to reduce the impact of the shock on output to not more than one fifth of the original shock in the case of a temporary symmetrical shock. The price level rises cumulatively by less than \(4.4 \%\) until period five. Due to the symmetry of the economies and of the shock, the reactions of all variables are identical in both economies.

When policy-makers are assumed to react on this shock according to their preferences as expressed in their objective functions, outcomes depend on the assumptions made about the behavior of the respective other policy-makers. Here we consider two non-cooperative equilibrium solutions of the resulting dynamic game, namely the open-loop Nash and the feedback Nash equilibrium solution, and one cooperative solution, the Pareto-optimal collusive solution (where all players get the same weight \(\left.\mu_{i}=1 / 3, i=1,2, E\right)\). The feedback Nash equilibrium solution is subgame perfect or Markov perfect, while the open-loop Nash equilibrium solution requires assuming that all policy-makers commit themselves unilaterally and decide upon trajectories of their instrument variables once for all at \(t=0\).
The trajectories of the control variables - real fiscal surplus for either country and additional high-powered money for the central bank - under the three solution concepts considered are shown in Figs. 1 and 2, respectively, those of the state (and target) variables' deviations from long-run equilibrium output and inflation in Figs. 3 and 4, respectively. The common nominal rate of interest exhibits a behavior very similar to the uncontrolled case. All country-specific variables show exactly the same time paths for both countries.


Fig. 1. Country \(i\) 's fiscal surplus for \(i=1,2\) and \(\varepsilon=0.5\)


Fig.2. Additional high-powered money for \(\varepsilon=0.5\)
As can be seen from these figures, both fiscal and monetary policies react on the positive demand shock in a restrictive and hence counter-cyclical way: both countries create a fiscal surplus during the first six periods and alternate between periods of fiscal deficit and surplus afterwards, and the central bank decreases its supply of high-powered money during the first five years and increases it afterwards. This results in less additional output (and hence less excess demand loss) and lower inflation than in the uncontrolled solution during years 1 to 4 ; in fact, in the cooperative solution inflation is nearly reduced to one half of the uncontrolled values. Oscillations of these variables are dampened more strongly than in the uncontrolled solution also in later periods.

Note the small magnitude of the (absolute) values of the instruments involved: the fiscal surplus/deficit created is to the order of one tenth (or less) of one percentage point of GDP, for example. Also changes of the monetary base in periods 1 to 4 amount to only about 0.25 percent of its stock. These small policy reactions are due to the strong selfstabilizing forces in the model used, acting especially through the interest rate channel. As there is not much need for counter-cyclical action, it is not surprising that optimal (equilibrium) policies entail only cautious activities.

When we compare the non-cooperative equilibrium solutions and the cooperative solution, another interesting observation can be made: All show qualitatively the same behavior, and the two non-cooperative Nash equilibrium solutions are rather close together in terms of all control and state


Fig. 3. Country \(i\) 's output-deviation from its long-run equilibrium level for \(i=1,2\) and \(\varepsilon=0.5\)


Fig. 4. Country \(i\) 's inflation rate for \(i=1,2\) and \(\varepsilon=0.5\)
variables. The Pareto-optimal collusive solution, although not too distant from the other two, entails more active control: higher fiscal surplus and money reduction in the first periods. This different policy-mix does not change the path of the rate of interest, but does so for the paths of output and inflation: both are closer to their long-run values and hence contribute more to reaching the common goal in the cooperative than in the non-cooperative solutions.

\section*{IV. Optimal Policies and Expectations Formation}

Next, we investigate how the dynamics of the model and the results of the policy game depend on the way inflationary expectations are formed. For this purpose, we retain the assumption of adaptive expectations, i.e., equation (7), but vary the parameter \(\varepsilon_{i}\) between 0 and 1 by considering the different solutions for \(\mathcal{E}_{i}=0, \varepsilon_{i}=0.25, \mathcal{E}_{i}=0.5\) (the benchmark case of Section III), \(\varepsilon_{i}=0.75\), and \(\varepsilon_{i}=1\). Again, we assume the same value of \(\mathcal{\varepsilon}_{i}\) for both countries \(i=1,2\) in each of these cases.

A value of \(\varepsilon_{i}=0\) means that private agents do not revise their inflationary expectations when new information about actual inflation gets known; the expected inflation is completely unaffected by news. With the values of parameters and initial conditions assumed in Section II, this implies that the expected rate of inflation is always zero, irrespective of the actual rate of inflation. The other extreme, \(\varepsilon_{i}=1\), implies that the expected rate of inflation is always equal to the previous period's actual rate of inflation. In this case, the public believes that current inflation will persist in the next period.


Fig. 5. Country \(i\) 's uncontrolled inflation rate for \(i=1,2\) and different values of \(\varepsilon\)


Fig. 6. Country \(i\) 's uncontrolled deviations from its long-run equilibrium output level for \(i=1,2\) and different values of \(\varepsilon\)

Figs. 5 and 6 show the development of the rate of inflation and the deviation of output from its long-run equilibrium path (excess demand), respectively, without intervention of the monetary union's policy-makers (the uncontrolled solution). For both the rate of inflation and excess demand, the following pattern of dependence upon \(\varepsilon_{i}\) can be observed: as \(\varepsilon_{i}\) increases, oscillations of these variables become wider (larger amplitude) and faster (shorter period). Expected inflation lags behind actual inflation, except for the case of \(\varepsilon_{i}\) \(=0\), where inflation is just determined by excess demand. The latter case corresponds to a similar model without inflationary expectations analyzed previously [2]. When inflationary expectations react on actual inflation, output, price level and inflation converge more slowly towards the longrun equilibrium path. Inflation lags behind output in the present model, instead of the parallel movement of these two variables prevalent in the model without inflationary expectations.

Figs. 7 and 8 show the optimal reaction of the control variables fiscal surplus and additional high-powered money, respectively. Here we show the time paths of these variables from the Pareto-optimal solution; the other solution concepts yield similar trajectories for these variables with even smaller differences between paths from models with different values of \(\varepsilon_{i}\). The counter-cyclical behavior of all these policy instruments is shown for different values of \(\varepsilon_{i}\). They are applied more vigorously for increasing values of \(\varepsilon_{i}\), due


Fig. 7. Country \(i\) 's fiscal surplus (Pareto-optimal solution) for \(i=1,2\) and different values of \(\varepsilon\)


Fig. 8. Additional high powered money (Pareto-optimal solution) for different values of \(\varepsilon\)
to larger deviations of the target variables from their desired values. There is a trade-off between instrument and target variables: higher deviations of the latter in the uncontrolled solution call for more active policies, which in turn imply larger instrument costs. This trade-off is less favorable if inflationary expectations react more strongly to actual inflation.
For the time paths of the target variables output and inflation in the dynamic game solutions resulting from these policies, excess demand and inflation are still oscillating, hence these are not fully counteracted by policies, due to the tradeoff between control and target variables. The qualitative pattern of dependence of oscillations' amplitude and frequency is the same as in the uncontrolled case. But policy actions smooth the time paths of these variables. This is particularly true for output deviations, which are reduced rather quickly after the peak in year 1. For the rates of inflation, the amplitudes of the first oscillations are reduced to roughly one half of those in the uncontrolled case, and even more later on. Expected inflation again lags behind actual inflation when \(\varepsilon_{i}\) is positive. A higher value of \(\varepsilon_{i}\) makes stabilization of inflation and output more costly and the equilibrium and optimal time paths of the target variables less smooth than a lower value or even \(\varepsilon_{i}=0\). The differences between the noncooperative and the cooperative solutions are minor, in particular, the qualitative behavior is similar in all cases considered.

\section*{V. Concluding Remarks}

Applying dynamic game theory and the OPTGAME algorithm to a simple macroeconomic model of fiscal and monetary policies in a two-country monetary union, we obtained several insights into the control of the economies of the union under a symmetric excess demand shock. In particular, optimal policies of both the governments and the common central bank are counter-cyclical but not very active for the model under consideration. The outcomes of the different solution concepts of dynamic game theory are rather close to each other. In particular, a periodic update of information and related reduction of commitment (a change from an open-loop to a feedback Nash equilibrium solution) does not cause benefits or costs to either decision-maker. Cooperative economic policies (both fiscal and monetary ones) are more active or "aggressive" than non-cooperative ones, resulting in a somewhat different policy-mix with higher stabilization effects. In all cases, there are trade-offs between the vigor of policy actions and the smoothing effect on target variables. If private agents' inflationary expectations react more
strongly to actual inflation, this complicates the stabilization task of macroeconomic policies in the monetary union. Further research will have to show how sensitive these results are with respect to the assumptions about the model and the shock.
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\begin{abstract}
Recently, software engineering is required to make face to the development, maintenance and evolution complexity of software systems. Among the proposed solutions for managing the complexity, Model Driven Engineering (MDE) has been accepted and implemented as one of the most promising solutions. In this approach, models become the hub of development, separating platform independent aspects from platform dependent aspects. Among the more important issues in MDE, we remark model transformation and model matching (or schema matching). In this paper, we propose an approach to take into account schema matching in the context of MDE. A schema matching algorithm is provided and implemented as a plug-in for Eclipse. We discuss an illustrative example to validate our approach.
\end{abstract}

\section*{I. INTRODUCTION}

Recently, software engineering has once been requested to make face to the development, maintenance and evolution complexity of software systems. In order to provide rational solutions to enable the management of this complexity, several organizations and enterprises have proposed approaches based on models. This new trend has resulted in Model Driven Engineering (MDE). OMG's Model Driven Architecture (MDA \({ }^{\text {TM1 }}\) ) [17], Microsoft's Software Factories [14], and the initiative of the Eclipse Project denominated Eclipse Modeling Framework (EMF) [3] are examples of MDE.

Models have been used for a long time ago in the software development. Booch, OMT, UML and CASE tools based on models were proposed in the 80 's and 90 's years to improve the software development process. However, in this period, models were often used in initial phases of software development such as requirements, analysis and design. What is different with MDE? In this new trend, models are used in all phases of software development process. Thus, each model that is used in a phase can be projected in another model in the subjacent phase.

In MDE, models become the hub of software development process, separating platform independent aspects from platform dependent aspects. Several concepts and techniques
are important in MDE approach such as metamodels, transformation language, mapping and methodologies to apply MDE. Unified Modeling Languages (UML) [16] and Enterprise Distributed Object Computing (EDOC) [18] are examples of metamodels used to create models. Atlas Transformation Language (ATL) [4], Yet Another transformation Language (YATL) [20] and QVT-Merge transformation language [22] are examples of transformation languages. The specification of relationships between the UML metamodel and a WSDL \({ }^{2}\) metamodel is an example of mapping [13]. Several methodologies conform to an MDE approach were proposed in the literature [5] [8] [9]. Among these fundamental concepts and techniques for MDE, transformation language and mapping have been studied for a long time ago in other domains, e.g. database domain. In [12] [13], an MDA approach separating mapping specification from transformation definition was introduced and implemented in a tool denominated Mapping Modeling Tool (MMT) that enables the manual creation of mapping specifications. However, the manual creation of mapping specifications is a fastidious and error-prone task. Generally, this task implies in the search of equivalent or similar elements between two metamodels. In database domain, this task is called schema matching [23].

In this paper, we propose: a new tool for mapping modeling called Mapping Tool for MDE (MT4MDE), an approach to take into account schema matching and an implementation of this approach called Semi-Automatic Matching Tool for MDE (SAMT4MDE). This paper is organized in the following way. Section II is an overview of MDE and schema matching approaches. Section III shows our proposition to take into account semi-automatic schema matching in the context of MDE. Section IV presents the implementation of our proposed approach for schema matching as a plug-in for Eclipse and an illustrative example. Section V contains conclusions and presents the future directions of our research.

\section*{II. Overview}

Model Driven Engineering (MDE) is an approach to develop, maintain and evolve software systems driven by models. In

\footnotetext{
\(1 \mathrm{MDA}^{\mathrm{TM}}\) is a trademark of the Object Management Group (OMG).
}
the literature, some aspects of MDE were identified, for example:
- "An important aspect of MDE is its emphasis on bridges between technological spaces, and on the integration of bodies of knowledge developed by different research communities" [7].
- "MDE is wider in scope than MDA. MDE combines process and analysis with architecture" [11].
Some benefits of MDE were identified: it saves time and resources, and it avoids error-prone factors [15]. However, it is still evolving and need more time to be stable. MDE aims to manage the development, maintenance and evolution complexity of software system through a rational utilization of models. Thus, models are the impetus to manage this complexity, and model transformation languages constitute an important issue for manipulating models. However, the task of creating model transformation programs is a task of program codifying. So, the move from traditional programming languages (e.g. Java, C++ and C\#) to model transformation languages (e.g. ATL and YATL) still results in program codifying. In [13], we propose an approach separating mapping specification from transformation definition. In this approach, a mapping specification is a model that represents the relationships between metamodels, while transformation definition contains the operational description of the transformation between models. In addition, a transformation definition can be generated from a mapping specification. Thus, a transformation program can be generated from a transformation definition. Figure 1 depicts the mapping specification as a mapping model, and transformation definition as a transformation model.


Fig. 1. Mapping Specification and Transformation Definition as different models [13].
A transformation model (considered as a PSM) can be generated from a mapping model (considered as a PIM) through transformations. Thus, the important issue here is the elaboration of mapping models, which is not yet an easy task. However, this task can be semi-automatized \({ }^{3}\) using

\footnotetext{
3 In general, a schema matching algorithm is not so powerful to find al correspondences between two schemas. So, the human intervention is often requested.
}
schema matching algorithms \({ }^{4}\) that have been studied for a long time in database domain [1] [21] [23].

\section*{A. Approaches for Schema Matching}

In general, metamodels are created with a specific purpose \({ }^{5}\) and by different groups of persons. Each purpose is determined in function of the domain, and each group of persons models a system in different ways. In the modeling task, each group abstracts, classifies and generalizes the reality based on its own knowledge. Consequently, metamodels that are created in the same context but by different groups can have different structure and terminology [23] causing the semantic distance among them [2] [10] [24].
A model can be transformed in another model, only if the metamodel of the former can be mapped in the metamodel of the later. In order to map metamodels, the equivalent or similar elements must be identified, and the semantic distance should be minimized. The first step is denominated schema matching [23]. And "the notion of semantic distance was developed to cover the notion of how close is close enough" [10]. A dual for semantic distance is schema similarity that is defined as "the ratio between the number of matching elements and the number of all elements from both input schemas" [6] ( \(S S=N_{m} / N_{t}\), where \(S S\) is the schema similarity, \(N_{m}\) is the number of matching elements and \(N_{t}\) is the number of all elements). Semantic distance can also be quantified as a numeral value (like schema similarity) or as a subset of a metamodel [13]. In the literature, several schema matching approaches have been proposed [25]. Each schema matching approach has its own characteristics that were grouped in taxonomy [23]. In addition, each approach has been evaluated through match quality measures [6].

\section*{III. SChema matching in mde}

An approach to take into account schema matching in the context of MDE should provide answers for the following questions:
- What is a mapping?
- How is a mapping model (or mapping specification)?
- What are equivalent or similar elements from two metamodels?
- How can I find equivalent or similar elements from two metamodels?
- How can I create a general algorithm for schema matching?
In the next paragraphs, we provide some insights to answer these questions.

\section*{A. Foundation for Mapping}

We can define a transformation function as follows [12]:

\footnotetext{
4 We can think in model matching algorithms. However, this new terminology will only increase the vocabulary in MDE without providing real contribution. Thus, we prefer to use the well know terminology, schema matching algorithm. Moreover, a schema is the equivalent of metamodel in the XML technological space.
5 UML is a general-purpose modeling language, but it provides profiles as extension mechanism in order to be adapted to a domain.
}
\(\operatorname{Transf}\left(M_{1}(s) / M_{a}, C_{M a \rightarrow M b} / M_{c}\right) \rightarrow M_{2}(s) / M_{b}\) where:
\(M_{I}\) is a model of a system \(s\) created using the metamodel \(M_{a}\).
\(M_{2}\) is a model of the same system s created using the metamodel \(M_{b}\).
\(C_{M a \rightarrow M b}\) is the mapping between \(M_{a}\) and \(M_{b}\) created using the metamodel \(M_{c}\).

In general, \(M_{a}, M_{b}\) and \(M_{c}\) conform to the same metametamodel, simplifying the transformation process [13]. A mapping model in the context of MDE must be conforming to a metamodel. In [12] [13], an initial mapping metamodel was proposed and implemented in a tool called MMT. However, this initial mapping metamodel mixes information about mapping and versioning and it is a fixed metamodel. Our new approach separates the mapping metamodel in two complementary parts: mapping and versioning. Moreover, we introduce the notion of properties as a predefined mechanism to extend this mapping metamodel.


Figure 2 illustrates our new mapping metamodel that presents the following elements:
- Element is a generalization for the other elements. The attribute name is an identification of an element, and note has a remark about this element.
- Specification contains references for two or more metamodels (one or more +left, and one or more \(+r i g h t\) ), and it has +correspondences among these metamodels.
- Correspondence defines the interrelationships between two or more metamodel elements. A correspondence can relate one Left with one or more Right, or it relates one Right with another Right of another Correspondence (through the relationship
\(+r e f R i g h t)\). If a correspondence is bidirectional, then iSBidirectional is true, else it is false. If the correspondence is complex (i.e. it needs defining a query), then a TypeConverter must be defined.
- MetaModelHandler allows the navigation into a metamodel. A specification can reference two or more MetaModelHandlers.
- Left identifies the left element of a mapping. It has an OCL expression that is a filter.
- Right identifies the right elements of a mapping.
- ElementHandler allows the navigation into the elements being mapped without changing them.
- TypeConverter contains an expression in OCL (+expr) that allows the navigation in a metamodel element. This expression in OCL is a query to obtain a specific element, attribute or reference from the metamodel + left to be related with an element, attribute or reference from the metamodel +right.
- PropertyDefinition allows the creation of properties attached to an Element. They are an extension mechanism to add additional information to a mapping model.
- PropertyValue is an element used to store the values of a property (in dataValue).


Fig. 3. A mapping metamodel: versioning
Some tools have supported the management of multiple versions of a same program such as Concurrent Versions System (CVS). Recently, OMG has adopted the MOF 2.0 Versioning and Development Lifecycle Specification [19] for managing the co-existence of multiple versions of a metadata, i.e. metamodels, models and information. Versioning seems to be a frequent issue in the development of software systems. So, we have studied, proposed and implemented a metamodel to support versioning. Figure 3 presents the second part of our mapping metamodel that takes into account versioning. This metamodel contains the following elements:
- Workspace contains information about versions of mapping models (zero or more +history). It has an unique id and a general note.
- VersionHistory is a container for each history of only one mapping model. It points for the first version (+firstVersionId) and for the last version (+lastVersionId) of a mapping model.
- Version identifies each version of a mapping model. It has an unique identifier (id), creation and modification date, a note and a lock.
- Label is attached to a Version for adding more information about this version.
- SpecificationRef is a reference for a specification of a mapping model. It has the identifier of a mapping model (idSpecification) and the location where this mapping model is stored (path).
In [1], by similar, "we mean that they are related but we do not express exactly how". In [21], two models are defined equivalent "if they are identical after all implied relationships (i.e. relationship kinds and cross-kind-relationship implications) are added to each of them until a fix point is reached".

\section*{B. A Schema Matching Algorithm}

This section describes a schema matching algorithm defined here as the operator Match' \(\left(M_{a}, M_{b}\right)=C_{M a \rightarrow M b} / M_{c}\). It takes two metamodels as inputs and produces a mapping model. In our approach, this mapping model conforms to our mapping metamodel (cf. figure 2). In fact, we have considered models and metamodels as sets and vice versa, but we must understand that they are complex and heterogeneous sets. So, we must define the sets \(M_{a}, M_{b}\) and \(C_{M a \rightarrow M b}\).
- \(M_{a}\) can be defined as follows:
\[
M_{a}=\bigcup_{i=1}^{m^{\prime}} a_{1 i} \bigcup \bigcup_{j=1}^{n^{\prime}} a_{2 j} \bigcup \bigcup_{k=1}^{o^{\prime}} a_{3 k}
\]

Elements \(a_{1 i}\) are classes (i.e. meta-classes), \(a_{2 j}\) are data types and \(a_{3 k}\) are enumerations.

Classes can have attributes and relationships, thus:
\[
a_{1 i}=\bigcup_{\phi=1}^{d^{\prime}} t_{\phi} \bigcup \bigcup_{\psi=1}^{e^{e}} r_{\psi}
\]

Elements \(t_{\phi}\) are attributes and \(r_{\psi}\) are relationships between classes.

Enumerations have literals, thus \(a_{3 k}\) can be defined as:
\(a_{3 k}=\bigcup_{\sigma=1}^{r^{\prime}} l_{\sigma}\)
Elements \(l_{\sigma}\) are literals.
- Similarly, we define \(M_{b}\) as follows:
\[
M_{b}=\bigcup_{x=1}^{s^{\prime}} b_{1 x} \bigcup \bigcup_{y=1}^{t^{\prime}} b_{2 y} \bigcup \bigcup_{z=1}^{u^{\prime}} b_{3 z}
\]

Elements \(b_{1 x}\) are classes (i.e. meta-classes), \(\mathrm{b}_{2 y}\) are data types and \(b_{3 z}\) are enumerations.

Classes can have attributes and relationships, thus:
\[
b_{1 x}=\bigcup_{\eta=1}^{w^{\prime}} g_{\eta} \bigcup \bigcup_{\theta=1}^{f^{\prime}} h_{\theta}
\]

Elements \(g_{\eta}\) are attributes and \(h_{\theta}\) are relationships between classes.

Enumerations have literals, thus \(b 3 z\) can be defined as:
\(b_{3 z}=\bigcup_{\tau=1}^{q^{\prime}} v_{\tau}\)
Elements \(v \tau\) are literals of an enumeration.
The correspondence can be defined as follows:
\[
C=\bigcup_{p=1}^{a^{\prime}} c_{1 p} \bigcup \bigcup_{q=1}^{b^{\prime}} c_{2 q} \bigcup \bigcup_{s=1}^{c^{\prime}} c_{3 s}
\]

Elements \(c_{l p}\) constitute one set of matched classes, elements \(c_{2 q}\) constitute one set of matched data types, and elements \(c_{3 s}\) constitute one set of matched enumerations.
Elements \(c_{l p}\) contain the classes belonging to \(M_{a}\) and \(M_{b}\) that are equal or similar, thus:
\(c_{1 p}=\left\{a_{1 i}, b_{1 x}, e_{p}\right\}\)
Such that:
\(a_{l i} \in M_{a}, b_{l x} \in M_{b}\), and \(e_{p}\) is a set constituted of matched attributes and matched relationships. So, we define:
\[
e_{p}=\bigcup_{\alpha=1}^{x^{\prime}} m_{p \alpha} \bigcup \bigcup_{\beta=1}^{z^{\prime}} n_{p \beta}
\]

Where, we can define:
\(m_{p \alpha}=\left\{\left\{t_{\phi}, g_{\eta}\right\} \mid t_{\phi} \in M_{a}\right.\) and \(\left.g_{\eta} \in M_{b}\right\}\), where:
\(\alpha=\left\{\alpha \in N \mid 1 \leq \alpha \leq x^{\prime}\right\}\)
and
\(n_{p \beta}=\left\{\left\{r_{\psi}, h_{\theta}\right\} \mid r_{\psi} \in M_{a}\right.\) and \(\left.h_{\theta} \in M_{b}\right\}\), where:
\(\beta=\left\{\beta \in N \mid 1 \leq \beta \leq z^{\prime}\right\}\).
Elements \(m_{p \alpha}\) constitute the set of matched attributes, and elements \(n_{p \beta}\) constitute the set of matched relationships.
Elements \(c_{2 q}\) contain the data types from \(M_{a}\) equal or similar to others in \(M_{b}\). Thus:
\(c_{2 q}=\left\{\left\{a_{2 j}, b_{2 y}\right\} \mid a_{2 j} \in M_{a}\right.\) and \(\left.b_{2 y} \in M_{b}\right\}\)
Elements \(c_{3 s}\) contain the enumerations in \(M_{a}\) that are equal or similar to others in \(M_{b}\). Thus:
\[
c_{3 s}=\left\{a_{3 k}, b_{3 z}, o_{s}\right\}
\]

Such that:
\(a_{3 k} \in M_{a}, b_{3 z} \in M_{b}\), and \(o_{s}\) is a set constituted of matched literals. So, we define:
\(o_{s}=\bigcup_{\delta=1}^{j^{\prime}} w_{s \delta}\)
\(w_{s \delta}=\left\{\left\{l_{\sigma}, v_{\tau}\right\} \mid l_{\sigma} \in M_{a}\right.\) and \(\left.v_{\tau} \in M_{b}\right\}\), where:
\(\delta=\left\{\delta \in N \mid 1 \leq \delta \leq j^{\prime}\right\}\).
After the definition of the sets \(M_{a}, M_{b}\) and \(C\), we can present our algorithm for matching two metamodels:
1. Create C: create the set \(C\).
2. Initialize: assign \(\varnothing\) to \(C\).
3. Find leaf classes \({ }^{6}\) : select \(a_{l i}\) from \(M_{a}\) that are leafs, and select \(b_{l x}\) from \(M_{b}\) that are leafs.
4. Select equal or similar classes: For each pair of leaf classes \(a_{l i}\) from \(M_{a}\) and \(b_{l x}\) from \(M_{b}\), the function \(\varphi\) classifies the elements of this pair in equal, similar or different.
The function \(\varphi\) mapping two classes to an integer can be defined as follows:

\footnotetext{
6 Leaf classes are classes that do not have child classes.
}
\[
\varphi\left(a_{1 i}, b_{1 x}\right)=\left\{\begin{aligned}
& 1 \text { if } a_{1 i}=b_{1 x} \\
& 0 \text { if } a_{1 i} \cong b_{1 x} \\
&-1 \text { if } a_{1 i} \neq b_{1 x}
\end{aligned}\right.
\]

Where:
\(=\) symbolizes the equality between two classes.
\(\cong\) symbolizes the similarity between two classes.
\(\neq\) symbolizes the difference between two classes.
In order to determine if \(a_{l i}\) and \(b_{l x}\) can be matched, the function \(\varphi\) compares the attributes \(t_{\phi}\) with \(g_{\eta}\) and the references \(r_{\psi}\) with \(h_{\theta}\). Moreover, the relationship kinds and cross-kind-relationship implications (see section III-A) are used to find similarities and equivalences. If the number of matched attributes and relationships is bigger than a predetermined average (threshold), then an element \(c_{l p}=\left\{a_{l i}\right.\), \(\left.b_{l x}, e_{p}\right\}\) is created, initialized with \(a_{l i}, b_{l x}\), and \(e_{p}\), else nothing is created.
5. Put each \(c_{l p}\) into \(C\) : after iterating (4) to a fixpoint, put each \(c_{l p}\) in \(C\).
6. Select equal or similar data types: For each pair \(\left\{a_{2 j}\right.\), \(\left.b_{2 y}\right\}\), the function \(\varphi\) ' classifies the elements of this pair in equal, similar or different.
The function \(\varphi\) ' mapping two data types to an integer can be defined as follows:
\[
\varphi^{\prime}\left(a_{2 j}, b_{2 y}\right)=\left\{\begin{array}{r}
1 \text { if } a_{2 j}=b_{2 y} \\
0 \text { if } a_{2 j} \cong b_{2 y} \\
-1 \text { if } a_{2 j} \neq b_{2 y}
\end{array}\right.
\]

An element \(a_{2 j}\) is equal to \(b_{2 y}\) if they are of the same data type. An element \(a_{2 j}\) is similar to \(b_{2 y}\) if \(a_{2 j} \subset b_{2 y}\). For example, an int can be represented by a float, but a float cannot be represented by an int. For complex data types, e.g. an array, this principle can be used too.
7. Put each \(c_{2 q}\) into \(C\) : after iterating (6) to a fixpoint, put each \(c_{2 q}\) into \(C\).
8. Select equal or similar enumerations: For each pair \(\left\{a_{3 k}, b_{3 z}\right\}\), the function \(\varphi\) '' classifies the elements of this pair in equal, similar or different.
The function \(\varphi\) '' mapping two enumerations to an integer can be defined as follows:
\[
\varphi^{\prime \prime}\left(a_{3 k}, b_{3 z}\right)=\left\{\begin{array}{r}
1 \text { if } a_{3 k}=b_{3 z} \\
0 \text { if } a_{3 k} \cong b_{3 z} \\
-1 \text { if } a_{3 k} \neq b_{3 z}
\end{array}\right.
\]

An element \(a_{3 k}\) is equal to \(b_{3 z}\) if all literals are matched. An element \(a_{3 k}\) is similar to \(b_{3 z}\) if a part of literals are matched. An element \(a_{3 k}\) is different to \(b_{3 z}\) if literals are not matched.
9. Put each \(\boldsymbol{c}_{3 s}\) into \(\boldsymbol{C}\) : after iterating (8) to a fixpoint, put each \(c_{3 s}\) into \(C\).
In this algorithm, we presented the functions \(\varphi\left(a_{l i}, b_{1 x}\right)\), \(\varphi^{\prime}\left(a_{2 j}, \mathrm{~b}_{2 y}\right)\) and \(\varphi^{\prime \prime}\left(a_{3 k}, b_{3 z}\right)\) explaining the meaning of inputs and outputs. However, the detailed description of the bodies of these functions is out of the scope of this paper. In our experimentations presented hereafter, we have used the
following criteria to build these functions: name similarity, type similarity and graph matching. So, we have adopted a hybrid matching approach. Moreover, \(\varphi\left(a_{1 i}, b_{1 x}\right)\) and \(\varphi^{\prime}\left(a_{2 j}\right.\), \(b_{2 y}\) ) were created considering the relationship kinds and a part of cross-kind-relationship implications [21].

\section*{IV. A PLUG-IN FOR SCHEMA MATCHING}

We have implemented a plug-in for schema matching denominated Semi-Automatic Matching Tool for MDE (SAMT4MDE). This plug-in is based on the algorithm presented in section III-B and it was implemented using EMF [3]. We have considered the sets \(M_{a}, M_{b}\) and \(C\) as metamodels (conform to Ecore) that are illustrated in figure 4 (we omitted \(M_{b}\) because it is similar to \(M_{a}\) ).


Fig. 4. Modeling the schema matching algorithm: class diagrams of \(M a\) and \(C\)

SAMT4MDE extends MT4MDE with semi-automatic schema matching. MT4MDE was designed to be easily extensible, e.g. through another plug-in for generating a transformation definition from a mapping specification, or through a plug-in for matching two metamodels. In order to interact with MT4MDE, a plug-in for schema matching must have a class realizing the interface ITFMatchEngine.java. This class receives the two metamodels to be matched and returns a mapping model.
The file plugin.properties of MT4MDE has two variables _UI_MatchEngines and _UI_MatchEngine_classes employed to locate and to load the class used to match two metamodels. The first variable indicates the name of a schema matching algorithm, and the second variable indicates the package and class implementing this algorithm, as follows:
_UI_MatchEngines= Default,
_UI_MatchEngine_classes=match.engine.Match
In this case, the algorithm name is Default, the package is match. engine and the class is Match.

SAMT4MDE is a semi-automatic matching tool because the user must validate the matched elements or may complete the generated mapping model. In other words, the object instantiated of the class Match determines the matched elements between two metamodels, and afterwards the user can validate or refuse them. Later, a mapping model can be generated from these matched elements, but it may be incomplete, thus the user must manually put the other elements in correspondence.


Figure 5 presents the MT4MDE architecture (MT4MDE), the SAMT4MDE architecture, and the transformation definition generators (TDGenerator) that were implemented as plug-ins for Eclipse. The MT4MDE architecture is composed of:
- GUI is the graphical user interface of MT4MDE (it is hereafter presented in figure 6).
- Kernel executes all the basic functionalities of MT4MDE.
- XMI importer/exporter takes a metamodel in the XMI format and translates it in the same metamodel conforms to Ecore. It also takes a metamodel conforms to Ecore and translates it in the same metamodel in the XMI format.
- Mapping metamodel is the metamodel used to create mapping models. It was detailed in section III-A.
- ITFGenLanguage is an interface to handle transformation definition generators that create transformation definitions from mapping specifications. The MT4MDE kernel uses this interface to interact with the TDGenerators.
- ITFMatch is an interface to handle matchers.

The SAMT4MDE architecture is composed of:
- Matcher implements the interface ITFMatch and it coordinates the matching of two metamodels.
- Internal Representation is a representation more adapted to create matches (i.e. matching elements) between metamodels. In our plug-in, the representation for the matching elements and metamodels were illustrated in figure 4. We remark that our internal representation (cf. figure 4) is different from the mapping metamodel (cf. figure 2). The former aims to describe the matched elements from two metamodels, while the later aims to describe the correspondences between two metamodels, including the queries needed to navigate inside a metamodel.
- MetamodelHandler allows the navigation into the metamodels.
- LeafSearch searches for metaclasses that are leafs such as discussed in our proposed algorithm for schema matching.
- Cross-kind relationship applier searches and applies cross-kind relationships.
- Comparator implements part of the functions \(\varphi\left(a_{l i}, b_{l x}\right)\), \(\varphi^{\prime}\left(a_{2 j}, b_{2 y}\right)\) and \(\varphi^{\prime \prime}\left(a_{3 k}, b_{3 z}\right)\).
- Search Engine searches for name synonyms.
- Dictionary is a database and stores domain dictionaries.
- Validator receives the matching elements and interacts with the user that validates the matching elements or refuses them.
- Mapping model generator creates a mapping model (cf. figure 2) from the validated matching elements (cf. figure 4).
- Match quality measurer evaluates the results and provides the values of match quality measures [6]: Schema Similarity, Precision, Recall, F-Measure and Overall.

\section*{A. An Illustrative Example}

We choose the UML metamodel 1.4 [16] and Java metamodel [12] for illustrating our plug-in for schema matching. Figure 6 presents both metamodels in the form of trees. The steps to use our plug-in for schema matching (i.e. SAMT4MDE) with MT4MDE can be illustrated as follows:
- Import left and right metamodel: MT4MDE loads the UML and Java metamodel.
- Select a schema matching algorithm: in MT4MDE, we choose a plug-in that implements a schema matching algorithm.
- Run the selected schema matcher: the selected plug-in is executed for finding pairs of matched elements, i.e. derived matches [6].
- Validate the pairs of matched elements: the user can validate or refuse the pairs of the matched elements (cf. figure 7).


Fig. 6. MT4MDE: UML and Java metamodel (fragment)


Fig. 7. Validating matched elements (fragment)
- Generate a mapping model: Mapping model generator uses the validated pairs of matched elements to generate a mapping model (cf. figure 8).
- Complete the mapping model: if the mapping model is complete, then we can move to the next step, else the mapping model must be completed.
- Select a transformation language: the user chooses a transformation language such as ATL.
- Generate the transformation
definition: a transformation definition is generated from the mapping specification (i.e. mapping model). This transformation definition is written in the selected transformation language (cf. figure 9).


Fig. 8. Mapping specification created applying the match algorithm (fragment)


Fig. 9. Transformation definition generated from mapping specification (fragment)
- Complete the transformation definition: if the transformation definition is complete, then we can move to the next step, else the transformation definition must be completed before passing to the next step.
- Apply the transformation definition: the transformation definition can be applied to transform a UML model into a Java model.

In order to evaluate our approach and tool, we have used match quality measures [6]. SAMT4MDE in conjunction with MT4MDE provided the following values for match quality measures:

Precision \(=0.86\)
Recall \(=0.68\)
F-Measure \(=0.76\)
Overall \(=0.57\)

In the ideal case, Precision=Recall=1.0, i.e. when the number of false negatives and false positives are both zero [6]. In our experimentation, Precision \(=0.86\) demonstrates that \(86 \%\) of derived matches were correctly determined using our schema matching algorithm. And Recall \(=0.68\) demonstrates that \(68 \%\) of real matches were automatically found.

When \(0.5<\) Precision \(<1\), Recall \(\neq 1\) and Recall \(\neq\) Precision, the match quality measures are interrelated as follows: "the value of F-Measure is within the range determined by Precision and Recall, Overall is smaller than both Precision and Recall" [6]. According to this proposition, the results of our experimentation are correct, because Recall \(<F\)-Measure \(<\) Precision (Recall \(=0.68, F\)-Measure \(=0.76\) and Precision \(=\) 0.86). In addition, if Recall < Precision, then Overall < Precision, else Overall \(<\) Recall \((\) Overall \(=0.57)\).

In this illustrative example, we provided a proof of concept with preliminary experimental results that demonstrate the utility of our approach and tool to match two metamodels.

\section*{V. CONCLUSION}

In this paper, we have presented our approach to take into account schema matching in the context of MDE. The study of schema matching in MDE is a promising trend to improve the creation of mapping specifications and, consequently, transformation definitions. Tools for schema matching are necessary to avoid error-prone factors linked to the manual creation of transformation definitions and to evolve mapping specifications when metamodels change. In fact, we have used the principles of MDE to develop MDE. First, the schema matching algorithm helps in the creation of mapping specifications. Afterwards, a mapping specification is transformed in a transformation definition. Thus, a mapping specification is a PIM, and a transformation definition is a PSM.

The main contributions of this work are a schema matching algorithm, a plug-in for schema matching (SAMT4MDE) and an illustrative example. A schema matching algorithm was proposed and implemented as a plug-in for Eclipse. An illustrative example using UML and Java metamodels was presented to validate our approach.

In future work, we will make qualitative and quantitative comparison (through taxonomies and match quality measures) of our approach with other approaches supporting schema matching. We will study and implement other schema matching algorithms, e.g. algorithms based on machine learning and other heuristics. In addition, we envisage studying the optimization of mapping models which seems to be another important issue in MDE.
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\section*{AbSTRACT}

This paper presents a novel approach in hierarchical structure visualization. The main goal of the presented approach is to achieve an ability to display infinite hierarchy size in a limited display area, maintaining high level of orientation and fast navigation in the resulting hierarchical structures. High level of orientation is achieved by specific hierarchy visualization techniques where each level of hierarchy is abstracted from its substructures and limited visualization area leads to high speed navigation engaging hierarchy substructure zooming.

CR Categories: H.5.2 [User Interfaces] - Graphical user interface; E. 2 [Data Storage Representations] - Composite structures

Additional Keywords: Hierarchical structure visualization, zooming, limited display size

\section*{1 Introduction}

Hierarchies are one of the most commonly used data structures. The principle of hierarchical organization is very well known and understood by most of the typical computer users. While a strong emphasis exists on the automatic retrieval of information through search engines that have already migrated to personal computers, the hierarchical structures still seem to keep their importance in situations where the context is not recorded along with the information it relates to or where the information structure is too simple to be searched using a search engine. In the end, the hierarchical structure needs not to be perceived as a contradictory approach to automated searching and may serve as its effective supplement.

The major challenges in the area of visualization of hierarchical structures include making efficient use of the available displayarea; prevent visual clutter and information overload, and the development of effective navigation approaches. Over the past years a lot of research work has been done in the field of effective display and interaction with hierarchically organized data. This research resulted in many different approaches like Fisheye Views [1], SemNet [2], Cone Trees [3], Tree Maps [4], Hyperbolic Browser [5] Disk Trees [6], Goldleaf [7] and others. These techniques usually provide a better perception of attributes of a hierarchical tree or present novel navigational strategies that go beyond the traditional scrolling and panning either in 2D or 3D space.
The visualization techniques are usually classified as overview+detail or focus+context approaches [8]. The principal difference between these two classes of interfaces is that the overview+detail techniques display the general overview of the rendered structure and the detail of the structure in focus in visibly separated areas, whereas the focus + context techniques use an integrated view utilizing special effects to enhance the perception of the area in focus.

The FOXI technique is based upon assumptions similar to Bubble Tree [9] and can be classified as overview+detail approach. Just as the Bubble Tree, it is based on the property of trees to recursively sub-categorize themselves into sub-trees while utilizing structure based method of abstraction of detail. The major difference between FOXI and Bubble Tree is that the subcategorizing is used not only as a method for abstraction but also automatically creates navigational points in the layout of the interface.

The basic advantage of FOXI when compared to previously mentioned techniques is its ease of use, fairly straightforward concept that is easily understood by typical computer users, and stability of appearance during navigation even if the underlying structures are gradually changing. This enables effective exploitation of user's spatial memory and fast learning capabilities.
This paper describes the FOXI concept, its implementation into functional prototype, preliminary user testing results, discovered advantages, and disadvantages with corresponding enhancements and future work related to FOXI development.

\subsection*{1.1 FOXI}

The primary objective for FOXI was to allow rendering of hierarchical structures with unlimited size in limited display area. This ability makes FOXI ideal for navigation over structures growing in space, like virtual cities and data landscapes.

FOXI is usable in cases where the displayed hierarchies reach a moderate complexity. For dealing with highly complex hierarchies, enhancements need to be applied both over the hierarchy and the interface utilizing FOXI technique. This situation is described under the Usability review section of this paper.

The layout of the resulting interface structure is created by inscription of circles representing sub-trees into a base circle. The sub-circles are touching their neighbor sub-circles and the base circle.
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Figure 1. FOXI Layout
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This technique allows intuitive recognition of spatial relations among displayed sub-trees. Despite the usage of the same building elements, different number of nodes in the sub-trees results in automatic creation of easily recognizable navigational points. These navigational points are simple to read and bring stability to the appearance of the structure even if the underlying hierarchy is gradually changing.


Figure 2. Navigational points
Increased density of nodes in the displayed sub-trees results in creation of higher number of visual signs in the area. FOXI allows free rotation of the sub-trees around the axis of the base circle what gives variability to possible setups of navigational strategies.
FOXI technique tends to preserve the most stable inner distribution of visual elements to make the best use of user's spatial memory and to allow reading of the context of the rendered structures thus allowing not only their perception but also understanding.

\section*{2 Implementation}

The prototype of FOXI described in this paper is a zooming interface that works with the hierarchy provided by the filesystem in common computer system. In this case FOXI displays the folder structure only to limit the number of displayed elements and to avoid visual clutter as much as possible without modifying the construction of the hierarchy it displays. To display the files a separate window is used.

\subsection*{2.1 Basic layout}

FOXI interface visuals implemented in the prototype include:
1. Display area with navigational points
2. Textual description of folders on the current level - these descriptions work as supplements to navigational points. In case of properly structured and simple hierarchies it is possible to make them display only temporarily and over the display area.
3. Back button allowing moving one step up in the hierarchy the placement of the button in the middle of the structure is strategic and allows very fast movement up in the hierarchy. The positioning in the same place throughout the whole navigation
process requires no movement of mouse when moving up the hierarchical structure.


Figure 3. Basic layout with back button

\subsection*{2.2 Enhanced layout and interactions}

FOXI was originally developed as navigational gizmo concept for a spatial interface controlled with hand-gestures. The prototype described in this paper is controlled by standard 3button mouse; therefore, minor changes in visuals of the interface and control interactions had to be implemented:
1. On mouse-over highlight - the highlighting of current selectable circle allows user to easily identify his current options for movement in the structure. This feature is especially usable when jumping directly to a sub-folder.


Figure 4. On mouse over highlight
2. Direct jump - allows user to jump directly into a sub-folder skipping a number of folders on the way. With this feature active, both On mouse-over highlight and name display of the current selectable folder are rendered.


\footnotetext{
Figure 5. Direct jump highlight with folder name
}
3. File window open - the prototype was developed as a functional application for general usage to show performance in real-life situations. This limited the options for effective and precise evaluation of the interface. Opening of file window helped to identify that the user has reached his desired destination folder. Double click used for this operation seemed to slow down interaction with the interface. Instead a middle mouse button click was used.
4. Enhanced back - in cases where the direct jump to sub-folder was used, the right click on mouse provides jump back to the original folder skipping the folders on the way. In normal situations, left click in the middle of the base circle results in a move up in the rendered structure.

\subsection*{2.3 Basic Visualization}

As mentioned before, the main task of the FOXI system is to visualize hierarchical structure in small area limited by circular shape. With exact knowledge of a hierarchy structure - its substructures - and radius of limiting circular shape a task of inscribed circles must be evaluated (fig. 6).


Figure 6. Inscribed circles

Knowing radius of the limiting circle R and number of inscribed circles N , representing number of sub-structures in the hierarchy, a function computing radius of inscribed circle can be evaluated. First a sector size in radians for each of the inscribed circles is computed (1)
\[
\begin{equation*}
\alpha=\frac{\pi}{N} \tag{1}
\end{equation*}
\]

From knowledge of inscribed circle sector size a radius of inscribed circle can be evaluated (2)
\[
\begin{equation*}
r_{i}=\sin (\alpha) * \frac{R}{1+\sin (\alpha)} \tag{2}
\end{equation*}
\]

Radius R represents radius of the limiting circle, \(\alpha\) sector size in radians, and \(r_{i}\) final radius of the inscribed circle. The radius of the virtual circle where the inscribed circles are visualized can be computed from (3)
\[
\begin{equation*}
r_{d}=R-r_{i} \tag{3}
\end{equation*}
\]

Further visualization of the next level of hierarchy is done similarly. Limiting radius is taken from the inscribed circle and the task of the new inscribed circles must be evaluated. The visualization of a hierarchy can be rather slow, especially in case
of huge hierarchy with high structural complexity. In such cases, a limiting inscribed radius can be set to stop recursive visualizing at a level with radius that is too small to be rendered. The visualization process can benefit from utilization of this attribute as the physical visualization display has limited resolution and displaying of inscribed circles with too small radius has no positive effect on the visualization itself, because the displayed radius can be eventually smaller than 1 screen pixel.

\subsection*{2.4 Zooming In and Zooming Out}

FOXI interface is using zooming technique for navigating in the hierarchy. Zooming involves limiting circle and one selected inscribed circle for zooming in or parent circle for zooming out. With these two circles and their positions and radii, a function of radius is computed to obtain appropriate position relative to the limiting circle. May \(l\) be a distance from the center of the limiting circle to the center of inscribed circle. Inscribed circle is resized by small delta radius \(\Delta_{r}\) (dependent on the zooming speed) and original radius before resize is saved to old \(r_{r}\). May radius of limiting circle be \(R\) and its position in zero coordinates (inscribed circle is positioned relatively to the limiting circle). Points initializing the final function are \(\left[\right.\) old \(\left._{r}, l\right]\) and \([R, 0]\) defining function of radius where distance from the beginning is decreasing with increasing radius. Final function computing position based on initial points is a linear function (4).
\[
\begin{equation*}
a x+b y+c=0 \tag{4}
\end{equation*}
\]

Where \(y\) is the final distance from the zero and \(x\) is radius after resize for which the distance is applicable. Constants \(a, b, c\) are predefined as follows:
\[
\begin{align*}
& a=0-l \\
& b=-\left(R-\text { old }_{r}\right)  \tag{5}\\
& c=(-b) * l-a * \text { old }_{r}
\end{align*}
\]

With final distance after inscribed circle radius resized, the proper position can be computed. Similarly zooming out can be computed from current limiting circle and parent circle resizing radius down to the limiting circle radius.

A problem arises with the \(\Delta_{r}\) increment. Too small increment sizes lead to slow zooming speed and are vastly slowing the whole interface operations. Too big increment leads to quick zooming making user feel little dizzy and disoriented with a question of "what happened?" and "where I am?". The best results with increment coefficient have been reached with custom increment specifications as various users enjoyed various zooming speeds.

\subsection*{2.5 Hierarchy caching}

Directory structure, as a source of hierarchy, works fine as the test subjects most usually know contents of their hard drive well and learning time to get familiar with the new interface has therefore been shorted to minimum. In case of artificial hierarchy, visualized by FOXI, users would have to learn and get familiar with this unknown hierarchy. This may extend the "get used to" time significantly.

However \({ }_{2}\) usage of directory structure on a hard drive brings several problems. The main problem is the drive speed and seeking speed. If the seeking speed of a hard drive would be about

10 ms , reading of a hundred directories would last over 1 second. Typical hard drive containing several hundreds of thousands of directories would take a very long time to load. Even visualization of current directory with 50 directories visible in depth would get stuck for almost a half of a second, what is very inconvenient.

A caching system has been proposed to solve this loading problem raised from the hard drive speeds. External cache file has been created to hold hierarchy data. Main benefit of external file is that FOXI can be brought to virtually any environment with its own structure representing menu with actions, database with images and so on. Test users got, thanks to this external cache generation, very fast tool for browsing contents of their hard drives.

\section*{3 Efficiency Measurement}

As stated before, with FOXI prototype users got a tool for browsing the contents of their hard drives. Several approaches were proposed to test the efficiency of the proposed FOXI structure.

Approach with predefined hierarchy structure and set of tasks to do seemed to be a good idea as it would measure browsing speed in distinct tasks. However, this approach required users to learn to control not only the user interface but also to learn the structure of the test hierarchy. With too simple hierarchy structure there would be only small differences between tree browsing and FOXI browsing so another approach has been proposed.

Users working with well known hierarchies would have to learn the new user interface only and the total learning time would be much shorter. Using FOXI with their own hierarchies with no specific tasks to read and perform was for most of the users very engaging.

In this case the goal of measurement was to acquire all possible data from user's browsing actions. The problem arose because of the need to distinguish the moments when the user started to browse and he stopped to browse in the hierarchy. The user typically stops browsing when he finds certain information and displays it. In this case a window is opened. Opening of the window takes focus from the testing and measuring application. This action is considered stopped browsing. Similarly, when the user opens FOXI application, he starts browsing or navigating through the structure for some kind of information. This moment of gained focus is considered the start of browsing. Between these two moments, application measures number of levels that the user has browsed and the number of clicks she made to reach her goal. The time measured between focus gain and focus loss indicates how long was the user browsing through the structure. However, this time is not precise because the user could spend some time to open the application and the time to the first click could be very long. That is why a time from the first click is also measured to eliminate these problematic parts of browsing time.

As no other possibility exists how to compare the FOXI approach, a secondary application has been developed. This application was similar to the tree browser, featuring similar set of functionalities like FOXI and measuring the same actions like time of browsing, number of clicks and number of browsed levels. These values can be compared, giving approximate level of differences between these two approaches.

Table 1. Table with FOXI measured data by novice user
\begin{tabular}{|l|l|l|l|}
\hline Levels & 2 & 3 & 4 \\
\hline Clicks & 2 & 3 & 4 \\
\hline Total Time (ms) & 3355 & 6022 & 8805 \\
\hline \begin{tabular}{c} 
Time from first click \\
\((\mathrm{ms})\)
\end{tabular} & 3345 & 5835 & 8091 \\
\hline
\end{tabular}

Table 2. Table with FOXI measured data by skilled user
\begin{tabular}{|l|l|l|l|}
\hline Levels & 2 & 3 & 4 \\
\hline Clicks & 1 & 2 & 2 \\
\hline Total Time (ms) & 1823 & 2364 & 2828 \\
\hline \begin{tabular}{c} 
Time from first click \\
\((\mathrm{ms})\)
\end{tabular} & 1012 & 1512 & 1802 \\
\hline
\end{tabular}

Table 3. Table with Tree measured data by novice user
\begin{tabular}{|l|l|l|l|}
\hline Levels & 2 & 3 & 4 \\
\hline Clicks & 2 & 3 & 4 \\
\hline Total Time (ms) & 3145 & 4956 & 6732 \\
\hline \begin{tabular}{c} 
Time from first click \\
\((\mathrm{ms})\)
\end{tabular} & 3124 & 4812 & 6830 \\
\hline
\end{tabular}

Table 4. Table with Tree measured data by skilled user
\begin{tabular}{|l|l|l|l|}
\hline Levels & 2 & 3 & 4 \\
\hline Clicks & 2 & 3 & 4 \\
\hline Total Time (ms) & 2183 & 2933 & 3835 \\
\hline \begin{tabular}{c} 
Time from first click \\
\((\mathrm{ms})\)
\end{tabular} & 2183 & 2489 & 2864 \\
\hline
\end{tabular}

\subsection*{3.1 Efficiency measurement results}

The efficiency measurement was focused on the speed of browsing only. The results indicate that the FOXI technique is slightly slower than the common tree browser when used by novice users. However the learning curve for FOXI interface is very steep, what makes the initial speed unimportant.
In case of skilled users, FOXI usually performs better than the tree browser. In the best observed situations, FOXI performs more than twice as good as the tree browser. The slightly worse results between the total time and time from first click, even if in favor of the FOXI, indicate a slower speed of user orientation in the radial layout of the interface. After the initial click, the spatial memory is on work and browsing times improve significantly.

\section*{4 USABILITY REVIEW}

\subsection*{4.1 Positive usability features}
1. Ease of use - if the direct jump feature is not used, browsing of the FOXI structure requires no precise aiming with mouse. In most cases, the circles representing nodes are large enough to be hit with low accuracy of aiming when compared to the tree browser.
2. Mouse moves - the structure of FOXI allows navigation with very little mouse movements. This enhances the ergonomic aspects of usage significantly.
3. Developing of movement routines - the users of the FOXI interface usually develop a routine of clicks and movements that allow intuitive browsing in the interface. Along with the stability of FOXI in situations, where the underlying structure is changing gradually and with the help of navigational points, this feature is a powerful rendering of user's ability to employ spatial memory with the FOXI interface. This behavior is not forced and develops automatically, allowing users to browse at extremely high speeds.
5. Stability in gradually changing environment - FOXI proved to be stable in cases where the underlying structure got changed during the process of learning. However, the changes must have been gradual and not too complex. In these cases even some of the movement routines were easily adopted.
4. Unforced learning of the structure - the users reported an intuitive learning of the hierarchical structure rendered by FOXI. FOXI provides both general overview and the learning experience of details of the structure
5. Orientation in unknown structures - after getting used to the radial layout even orientation in previously unknown structures became for most users easier.

\subsection*{4.2 Problematic usability areas}
1. Navigation points differentiation - the ability of FOXI to create navigational points is based on the differences in number of nodes among the sub-trees. A uniform distribution of nodes among the sub-trees may decrease the usability of this feature. However, the navigational points are not defined only by their structure but also by their position and corresponding description. This characteristic preserves user's ability to navigate effectively with the help of his spatial memory.
2. Visual clutter - the ability of FOXI to abstract detail from the hierarchical structure is based on a complying distribution of complexity in the hierarchy. FOXI is primarily intended for shallow hierarchies, however with a proper method of abstraction it may be applied universally.
If no abstraction method is available, FOXI may require interface enhancements to provide easy navigation.


Figure 7. Interface enhancement option
3. Central node - FOXI, when compared to the tree browser, allows no jumps over nodes that accidentally happen to be very close to each other during browsing of the hierarchical structure. FOXI always displays a wide spread of nodes and allows no selection of nodes that will be displayed, whereas the tree browser may allow to jump from a node that is very deep in the hierarchy to a node high in the hierarchy because its sub-nodes have not been displayed. In this situation nodes from very different levels in the hierarchy can get very close and make the jump easy to
perform; however, this feature is not controllable, happens mostly by accident and tends to diminish throughout the browsing actions. FOXI compensates for this characteristic with its fast back browsing and spatial memory features.

\section*{5 Conclusion}

The usage of the interface proved that the FOXI interface is a very powerful navigation and structure-learning tool. The prototype was created to prove usability of the FOXI technique Results of efficiency measurement indicate that the FOXI technique is not only an easy to use but also an efficient way to visualize and browse hierarchical structures.

Future improvements of the prototype will include color coding to further enhance the appearance of navigational points in the structure, visual clutter reduction enhancements, operations and interface for adding and removing folders, bookmarks, and tracing of browsing history.
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\begin{abstract}
Conventional Human Computer Interaction requires the use of hands for moving the mouse and pressing keys on the keyboard. As a result paraplegics are not able to use computer systems unless they acquire special Human Computer Interaction equipment. In this paper we describe a system that aims to provide paraplegics the opportunity to use computer systems without the need for additional invasive hardware. Our system uses a standard web camera for capturing face images showing the user of the computer. Image processing techniques are used for tracking head movements, making it possible to use head motion in order to interact with a computer. The performance of the proposed system was evaluated using a number of specially designed test applications. According to the quantitative results, it is possible to perform most HCI tasks with the same ease and accuracy as in the case that a touch pad of a portable computer is used. Currently our system is being used by a number of paraplegic users.
\end{abstract}

\section*{I. INTRODUCTION}

In several occasions it may be difficult to use a computer mouse in order to interact with a computer system. When using a conventional mouse the user needs to be able to hold the mouse, move it in a controlled fashion and also there is need to press the mouse buttons. Such actions require the use of hands and fingers, making the process of human machine interaction difficult (and in some cases impossible) for paraplegics. In this paper we describe a system for hands-free control of a computer based on head movements. A standard web camera is used for capturing images of the computer user and imageprocessing techniques are used for tracking his/her head movements. The face tracker activates cursor movements consistent with the detected head motion. The proposed system also allows the user to activate mouse clicks and enter text using a virtual keyboard so that users of the system are able to achieve full control of the system, in a hands-free fashion.

Our system is based on image processing algorithms that process images captured by an ordinary web camera mounted at the monitor of the system. At each frame of the image sequences captured, the system locates the position of the eyes of the computer user, enabling in that way the definition of his/her head movements. Those movements are translated into cursor movements on a computer screen so that the user of the system can use his/her head for moving the cursor. Figure 1 shows users using a computer system based on the system developed in this project.

The algorithms developed as part of the project, formed the basis for developing an integrated software package. The package contains a program that enables the user to control his/her computer using the proposed system. The package also includes training and test applications that enable users to become familiar with the system before they use it in real applications. Test applications enable the quantitative assessment of the performance of users when using our system. A number of volunteers tested our system and provided feedback related to the performance of the system. Both the feedback received and the quantitative assessment of the performance of volunteers, who tested the system, prove the potential of using our system in real applications. Currently a number of paraplegic computer users use our system on regular basis.


Fig. 1. Hands free human-computer interaction based on the proposed system

The remainder of the paper is organized as follows: In section 2 we present a brief overview of the relevant bibliography, in section 3 we describe the face-tracking algorithm. In section 4 we describe the functionality offered by the proposed system and in section 5 we describe the familiarization and test applications developed for testing the performance of the system. In section 6 we present quantitative system evaluation results and in section 7 we present our conclusions.

\section*{II. LITERATURE REVIEW}

In this section we provide a brief description of related work on face tracking - a more comprehensive treatment on related topics can be found in [9,13, 15]. In this review we provide both a general overview on face tracking and we then focus on specific tracking systems used for hands free computer control.

\section*{A. Face Tracking}

Early attempts of locating faces in images relied on background subtraction and frame differencing [11]. Many researchers developed face-tracking systems based on colour information [4]. In this context the distributions of RGB intensities for the human skin are defined, enabling in this way the estimation of the probability that an image region contains skin. In several occasions [7] skin color information is used in conjunction with other visual information, such as edge maps, in order to improve the accuracy of face location.

The approaches mentioned above rely mainly on the distribution of image intensities of the facial regions to be tracked. Methods that utilize constraints related to the spatial relationships between facial features were also investigated [3]. Cootes et al [3] describe how Active Appearance Models can be used for tracking faces in sequences. During the tracking process Active Appearance Models deform, move and change intensity in order to match the movements and variations of faces in sequences, achieving in this way accurate face tracking. However, the process of tracking using Active Appearance Models is time consuming making this method inappropriate for real time human computer interaction tasks. Recently almost real time Active Appearance Model fitting algorithms were reported [12], but still the computation load required is higher than other tracking methods.

Chellapa and Zhou [2] use a probabilistic time series state space model for recovering both the motion and the identity of faces in sequences. With this
approach the processes of tracking faces and recognizing faces are integrated, improving in that way the robustness of the overall system.
Template matching using either rigid [1] or flexible [14] templates has also been widely used for locating facial features. Instead of using the traditional template matching methodology, template matching can be done based on integral projections [1] in an attempt to reduce the computational cost and also make the method invariant to facial appearance variations. Recently Mateos [8] developed a system for tracking facial features using horizontal and vertical integral projections of the facial area. The difference in the projections, between two image frames, is used to estimate the movement parameters, which are applied in order to locate the face and facial features in the current image frame. The tracking algorithm used in our system is related to the framework reported by Mateos [8].

\section*{B. Hands-Free Computing}

Toyama [10] describes a face-tracking algorithm that uses Incremental Focus of Attention. In this approach they perform tracking incrementally starting with a layer that just detects skin color and through an incremental approach they introduce more capabilities into the tracker. Motion information, information related to the shape of the face and information related to the appearance of specific facial features are eventually used in the tracking process. Based on this approach they achieve real time robust tracking of facial features and also determine the facial pose in each frame. Information related to the face position and pose is used for moving the cursor on the screen.

Gorodnichy and Roth [6] describe a template matching based method for tracking the nose tip in image sequences captured by a web camera. Because the intensities around the nose tip are invariant to changes in facial pose they argue that the nose tip provides a suitable target for face tracking algorithms. In the final implementation cursor movements are controlled by nose movements, thus the user is able to perform mouse operations using nose movements. In addition to tracking using a single camera, Gorodnichy and Roth also implement and use a stereo face tracking method. Authors have used the system for several applications like drawing and gaming but they do not provide a quantitative evaluation of the proposed system.

Darrel et al [5] investigate different ways in which face-tracking technologies can be used in Human Machine Interaction tasks. Specifically they investigate
the use of facial trackers for direct manipulation of cursor position, an agent based interaction paradigm and a perceptive presence example. In their experiments they use face trackers based on stereo information.

Several commercial hands-free computer control systems are available [16]. In most cases head tracking is done by using special hardware such as infrared detectors and reflectors [19] or special helmets[18, 21]. Hands free non-invasive systems are also available in the market [17,20].

\section*{III. Face tracking}

Our system relies on an eye tracking algorithm used for determining the position of the eyes of subjects using the system. In this section we describe the basic integral projection tracking algorithm and then present the overall face tracking system.

\section*{A. Integral Projections}

An integral projection \([1,8]\) is an one-dimensional pattern, whose elements are defined as the average of a given set of pixels along a specific direction. Each element of a vertical projection is defined by the sum of intensity values of a set of pixels along the horizontal axis divided by the number of pixels considered. Similarly, each element in a horizontal projection is given by the sum of the intensities of a given set of pixels along the vertical axis divided by the number of pixels.

Integral projections represent two-dimensional structures in image regions using only two onedimensional patterns, providing in that way a compact method for region representation. Since during the calculation of integral projections an averaging process takes place, spurious responses in the original image data are eliminated, resulting in a noise free region representation.

\section*{B. Tracking Using Integral Projections}

In order to perform tracking based on this methodology, we calculate the horizontal and vertical integral projections of the image region to be tracked. Given a new image frame we find the best match between the reference projections and the ones representing image regions located within a predefined search area. The center of the region where the best match is obtained, defines the location of the region to be tracked in the current frame. This procedure is repeated on each new frame in an image sequence.

The process of tracking using integral projections is similar to the process of template matching with the difference that in the case of projection matching onedimensional patterns instead of two-dimensional templates are utilized.

\section*{C. Face Tracker}

The method described in the previous section formed the basis of the face tracking system employed in our system. Instead of tracking a single facial region using integral projections, we track two facial regions the eye region and the nose region. The nose region and eye region are primarily used for estimating the vertical and horizontal face movement respectively.

During the training process the vertical projection of the nose region and the horizontal projection of the eye region are calculated and used as the reference projections during tracking.

Once the position of the two regions in an image frame is established, the exact location of the eyes is determined by performing local search in the eye region. In particular the area of the eye region is divided into three columns and the center of gravities of the two side columns indicate the approximate location of the eyes. Based on the initial estimate of the locations of the eyes, we perform local search in order to refine the initial approximation. The local search is based once again on integral projections for each eye.

In order to improve the robustness of the system to changes in lighting, we employ a normalization algorithm that aims to remove global differences in gray-level intensities between integral projections derived from successive frames.
In order to deal with rotated faces at each frame we estimate the rotation angle of the face, based on the location of the eyes. On the next frame prior to the calculation of the integral projections we rotate accordingly the nose and eye region, so that the projections obtained are invariant to changes in rotation angle.


Fig. 2. Example of face and eye regions

In order to deal with occlusion and significant changes in pose we apply constraints related to the relative position of the two regions tracked (the nose and eye regions) so that their relative positions comply with the expected positions on face images. Based on this approach, during the process of tracking the two boxes tracked are only allowed to move to positions that do not violate the statistical constraints pertaining to their relative positioning.

\section*{D. Experimental evaluation}

The completed tracking system was tested on a portable Intel Pentium III 800 MHz computer with 256 MB ram. A low quality consumer web camera has been used in our experiments. The distance between the camera and the user was between 70 and 130 cm . Testing was done using seven pre-recorded image sequences containing about 200 frames each. Test sequences aim to evaluate the tracking process under different conditions such as changes in lighting, changes in speed of face movement, changes in the expression of the face, tracking different individuals, changes in the distance between the user and the camera, tracking in the presence of occlusion and 3D pose variation. Typical examples of face images from the test sequences are shown in figure 3. For each test sequence the tracker is manually initialized on the first frame and the tracking process is carried out automatically for the rest of the sequence.

The tracking results are encouraging. In a \(160 \times 120\) pixel frame sequence, the application was able to track accurately the exact position of the eyes in real time with an average error of 0.73 pixels. Failures in tracking correctly the eyes of the user were recorded in the cases that a great part of the face was not visible in the camera and in the cases that the horizontal rotation of the face is greater than \(70^{\circ}\). The tracking process has been proved to be robust to usual destructors encountered during tracking such as sudden changes in lighting conditions, reasonable occlusion, changes in facial expressions and variations in the background.

Even in the cases that the tracker fails to locate the eyes correctly, the system usually recovers and reassumes accurate eye-tracking.


Fig. 3. Typical images from the test sequences. (In the first row the eye positions recovered by the eye tracker are overlaid)

\section*{IV. COMPLETE SYSTEM DESCRIPTION}

In this section we describe how various functions are implemented in the proposed non-invasive human computer interaction system. Those actions refer to system initialization, system training and simulation of click operations.

\section*{A. System Initialization}

The first time that a user uses the system he/she is required to keep his/her face still and perform blink actions. Based on a frame-differencing algorithm the positions of the eyes and nose regions are determined and integral projections for those areas are computed. Those projections are saved in the system so that in the case that the same user uses the system the same projections are used. Once the projections are estimated the tracking process starts.

\section*{B. Simulation of Mouse Operations}

In this section we describe how mouse operations are implemented in our system.

Moving the cursor: The divergence of the face location from the initial location is translated in cursor movement speed, towards the direction of the movement. Based on this approach only minor face movements are required in order to initiate substantial cursor movement. The sensitivity of the cursor movement can be customized according to the abilities of different users.

Mouse Click actions: Mouse click operations can be activated in three ways. According to the first way, clicks are activated by the stabilization of the cursor to a certain location for a time period longer than a preselected threshold (usually around one second). In this mode, users select the required click action to be activated when the cursor is stabilized. The predefined options include: left click, right click, double click, drag and drop and scroll.

As an alternative, click actions can be performed using an external switch attached to a computer. In this mode the user directs the mouse to the required location using head movements and the appropriate click action is activated based on the external switch. The switch can be activated either by hand, foot or by voice.

Click actions can also be activated by sudden movements in the area of the eyes, such as eye blinking or eyebrows movement. However, users of the system demonstrated strong preference to the first two methods, which are less tiring, hence in the quantitative evaluation we only consider the first two click methods.

Text Entry: Text entry is carried out by using the "OnScreen Keyboard" - a utility provided by the Microsoft Windows Operating System (see figure 4). Once the On-Screen Keyboard is activated it allows the user to move the cursor on any of the keys of the keyboard and by clicking actions activate any key. As a result it is possible to use head movements in order to write text or trigger any operation that is usually triggered from the keyboard, achieving in that way full hands-free control over the computer.


Fig. 4. Screen shot of the "On Screen Keyboard"

\section*{v. Hands-FREE COMPUTING APPLICATIONS}

Although the proposed hands-free HCI system can be used for any task where the mouse and/or keyboard is currently used, we have developed dedicated computer applications that can be used by perspective users of the system for familiarization purposes. Also test applications were developed and used for obtaining quantitative evaluation results of the overall system operations. In this section we briefly describe the familiarization and test applications.

\section*{A. Familiarization applications}

The following familiarization applications have been developed:
Paint-tool Application: The user is able to draw on the screen various shapes based on corresponding head movements in order to get familiar with cursor movement.
Car Driving Game: The user directs a visual vehicle with head movements. This game is designed to train the user how to move the cursor over a predefined pattern.
Piano: With this program the user can move the cursor over a visual piano and click on the notes in order to hear the corresponding tune. This application aims to train perspective users to direct the cursor to a specific location and activate click actions.

Screen shots of the familiarization applications are shown in figure 5.


Fig. 5. Screen shots of the familiarization applications

\section*{B. Test Applications}

Test applications are used as a test bench for obtaining quantitative measurements related to the performance of the users of the system. The following test applications have been developed.
Click Test: The user is presented with four squares on the screen. At any time one of those squares is blinking and the user should direct the cursor and click on the blinking square. This process is repeated several times and at the end of the experiment the average time required to direct the cursor and click on a correct square is quoted.
Draw Test: The user is presented with different shapes on the screen (square, triangle and circle) and he/she is asked to move the cursor on the periphery of each shape. The divergence between the actual shape periphery and the periphery drawn by the user is quoted and used for assessing the ability of the user to move the cursor on a predefined trajectory.
Typing Test: The user is presented with a word and he/she is asked to type in the word presented. This procedure is repeated for a number of different randomly selected words. The average time required for typing a correct character is quoted and used for assessing the ability of the user to type text.

Screen shots of the three test applications are shown in figure 6.


Fig. 6. Screen shots of the test applications

It is important to note that all test applications can run either using any conventional pointing device or the hands-free human computer interaction system described in this paper.

\section*{VI. SYSTEM EVALUATION}

The test applications presented in the previous section were used for assessing the usefulness of the proposed system. In this section we describe the experiments carried out and present the results.

\section*{A. Experimental Procedure}

Twenty volunteers tested our system in order to obtain quantitative results related to the performance of the system. The test procedure for each subject is as follows:
Familiarization stage: The subject is instructed how to use the hands-free computing system and he/she is allowed to get familiar with the system by using the familiarization programs. On average the duration of the familiarization stage was about 15 minutes.
Benchmark performance: The benchmark performance for each volunteer is obtained by allowing the user to complete the test applications using a conventional mouse and a typical touch pad of a portable PC. The performance of the user is assessed on the following tests:
- Click Test: The average time required for five clicks was recorded.
- Draw Test: The subject is asked to draw a square, a triangle and a circle and the average discrepancy between the actual and the drawn shape is quoted.
- Type test: The user is asked to type five randomly selected 3-letter words and the average time for typing a correct letter is recorded (In this test text input was carried out by using the "On Screen Keyboard").

Hands-Free test: The user is asked to repeat the procedure used for obtaining the benchmark performance, but in this case he/she runs the test programs using the hands-free computing system.

Hands-Free with an external switch test: The test procedure is repeated, but in this case the user is allowed to use the Hands Free system in conjunction with an external switch for activating mouse clicks.

The 20 volunteers who tested the system were separated into two groups according to their prior expertise in using the hands-free computing system.

Group A contains subjects with more than five hours prior experience in using the hands free system. Subjects from group B used the system only as part of the familiarization stage (for about 15 minutes).

\section*{B. Results - Discussion}

The results of our experiments are summarized in Table I.

TABLE I
Quantitative evaluation results
\begin{tabular}{|l|l|c|c|}
\hline \multirow{2}{*}{\multicolumn{1}{|c|}{ Test }} & \multicolumn{1}{|c|}{ Test Method } & \begin{tabular}{c} 
Group \\
A
\end{tabular} & \begin{tabular}{c} 
Group \\
B
\end{tabular} \\
\hline \multirow{3}{*}{\begin{tabular}{l} 
Click test (Units: \\
seconds/click)
\end{tabular}} & Mouse & 0.76 & 0.86 \\
\cline { 2 - 4 } & Touch Pad & 1.45 & 2.18 \\
\cline { 2 - 4 } & Hands Free & 3.58 & 4.84 \\
\cline { 2 - 4 } & Hands Free + switch & 1.41 & 2.5 \\
\hline \multirow{3}{*}{\begin{tabular}{l} 
Draw Test (Units: \\
Divergence in \\
Pixels)
\end{tabular}} & Mouse & 2.62 & 2.05 \\
\cline { 2 - 4 } & Touch Pad & 3.01 & 4.01 \\
\cline { 2 - 4 } & Hands Free & 3.07 & 5.93 \\
\cline { 2 - 4 } & Hands Free + switch & \(\mathrm{N} / \mathrm{A}\) & \(\mathrm{N} / \mathrm{A}\) \\
\hline \multirow{2}{*}{\begin{tabular}{l} 
Typing Test \\
(Units: \\
seconds/click)
\end{tabular}} & Mouse & 0.89 & 0.86 \\
\cline { 2 - 4 } & Touch Pad & 1.73 & 3.41 \\
\cline { 2 - 4 } & Hands Free & 2.39 & 5.99 \\
\cline { 2 - 4 } & Hands Free + switch & 2.37 \\
\hline
\end{tabular}

Based on the results shown above the following conclusions are derived:
Click test: In all occasions the results obtained by using a conventional mouse are better. When the hands free system is combined with a switch for performing click actions, the performance of the system is comparable with the performance achieved when using a touch pad. In the case that the hands free system is not used with a switch, the performance of the users decreases. The additional delay introduced in this case is mainly due to the requirement for stabilizing the cursor for some time ( 1 second according to the default setting) in order to activate a click action.
Draw Test: For experienced users of the system (Group A) the performance achieved using the free hand mouse is comparable with the performance achieved when using a touch pad. Once again subjects achieved the best performance when using a conventional mouse. Subjects from group B (inexperienced users) produced an inferior performance when using the hands free system. The main reason is the reduced ability to control precisely cursor movements due to the limited prior exposure to the system.
Typing Test: In this test the use of mouse or touch pad for typing text is significantly superior to the performance of users using the hands-free system, indicating that the proposed system is not the best alternative for typing applications. However, the
performance obtained when using the hands-free system in conjunction with the external switch, is once again comparable to the performance obtained with the touch pad. The main reason for the inferior performance obtained when using the hands free system, is the small size of the keys on the "On Screen Keyboard" that requires precise and well-controlled cursor movements. The ability to precisely move the cursor requires extensive training. Instead of using the "On Screen Keyboard", provided by the Windows operating system, it is possible to use dedicated virtual keyboards with large buttons in order to improve the typing performance achieved when using the handsfree computing system.
User Expertise: The abilities of users to use the hands free system increase significantly with increased practice. Based on the results we can conclude that subjects with increased prior experience in using the hands-free system (from group A) can perform all usual HCI tasks efficiently. It is expected that with increased exposure to the system, users will be able to improve even more their performance. It is worth mentioning that even for volunteers from Group A the practice time for using a computer with a mouse or a touch pad is much longer than the total prior practice time with the hands free system.
External Switch: The introduction of an external switch that can be activated either by foot or hand enhances significantly the performance of the system.

\section*{VII. CONCLUSIONS}

We presented a hands-free computing system that relies on head movements for performing all Human Computer Interaction tasks. The proposed system caters for common HCI tasks such as mouse movement, click actions and text entry (in conjunction with the "On Screen Keyboard")

Based on the quantitative results presented, head based HCI cannot be regarded as a substitute for the conventional mouse, since the speed and accuracy of performing most HCI tasks is below the standards achieved when using a conventional mouse. However, in most cases the performance of the proposed system is comparable to the performance obtained when using touch pads of portable computer systems. Even though the accuracy and speed of accomplishing various HCI tasks with a touch pad is less than in the case of using a conventional mouse, a significant number of computer users use regularly touch pads, since they provide flexibility to portable computing. We are convinced that computer users will also find the proposed hands free computing approach useful.

The proposed system is particularly useful for paraplegics with limited (or without) hand mobility. Such users are able to use a computer system based only on head movements. Currently a number of paraplegic computer users are using the system - the feedback received so far proves the usefulness of the system for allowing disabled users to use computer systems.

In the future we plan to upgrade the system to a multi-modal hands-free system that combines both head movement and speech input in order to perform HCI tasks more efficiently. Initial experimentation in this area proved the potential of this direction.

Once the multi-modal HCI system is completed we plan to stage a large-scale evaluation test is order to obtain concrete conclusions related to the performance of the proposed system. Since the hands-free system is primarily directed towards paraplegic computer users, we plan to include evaluation results from paraplegics in our quantitative evaluation results.
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\begin{abstract}
We present a model for the anomalies of software engineering that cause system failures. Our model enables us to develop a classification scheme in terms of the types of errors that are responsible, as well as to identify the layers of a system architecture at which control mechanisms should be applied.
\end{abstract}

\section*{I. Introduction}

Software Engineering has been defined as the "application of a systematic, disciplined, quantifiable approach to the development, operation, and maintenance of software ..."[11]. A development team needs to assure that it has adequate resources and specifications [10]. A procedure must be followed during which requirements are systematically and thoroughly gathered and a software system is designed, implemented, and tested. If there are errors in the procedure or in the time allocated, work may be lost during execution. If these anomalies are not detected and corrected within an acceptable time interval, they cause software failures. Cost overruns, time overruns, and malfunctions have plagued the software industry since the early days of computers. This paper considers anomalies of software systems, which we define as errors that result in the loss of work and potentially cause system failure. We establish a classification scheme for anomalies and the mechanisms that are used in their control. Classes are defined by the type of interaction between processes; subclasses are determined by the characteristics of the error that causes each anomaly. We provide examples of anomalies in each class and subclass in order to illustrate the comprehensiveness of our study.

A model is defined, which has previously been studied for other applications [13, 14, 15] and which is also applicable to anomalies of software engineering. The same mechanisms that are the basis of the model are shown to be the causes of anomalies. This approach brings together topics from different areas of software engineering into one unifying analysis.
The word "process" is frequently applied to a software engineering project, but we limit the term to denote an entity with a single thread of control that is executed and allocated service as a unit. A software engineering project is then a set of cooperating and potentially concurrent processes that are bound together with control mechanisms to ensure that they are developed, integrated, tested, and provided completed service as a cohesive unit. Independent projects may be combined to compose a system of systems [10].

\section*{II.A Model for Software Systems}
A.. The process
\(\boldsymbol{P}\) is a finite, nonempty set of processes in a software system. A process, \(\mathrm{p} \varepsilon \boldsymbol{P}\), is a set of requests that are bound together by control mechanisms in order to complete service as a unit. In addition, requests of the same process are restricted so that they are serviced in sequential order. A concurrent process has additional restrictions at coordination points. Each process has a unique key, which includes a project and user identification. Processes of the same project and/or user may share buffer elements.

\section*{B. The Resource}
\(R\) is a finite, nonempty set of resources in a software system. Each resource, \(r \in R\), has a unique key, which consists of several fields. Fungible elements \({ }^{1}\) share most of their resource's key for user identification, although this key has an additional field for identification of the individual elements by the resource system. Resources of the same system may share buffer elements. Each resource element has a finite number of linearly ordered units corresponding to instances of Time.
C. Time
\(\boldsymbol{T}\) is a set of units of Time represented by an initial subset of the natural numbers that is bounded by the lifetime of the Software System.

\section*{D. The Layers}

All requests attempt to traverse a set, \(\boldsymbol{M}\), of ordered layers in a system's architecture (Fig. 1):
1. A Process Conception layer, \(\mathbf{P C}\), is a set of requests that are conceived by a user and continually reconceived until they can be submitted to the next higher layer. If requests move down to this layer, they are requesting to be reconceived, i.e., corrected.
2. A Process Buffer layer, \(\mathbf{P B}\), is a set of requests that have been conceived and then postponed (buffered in the user system) while requesting delivery to resource layers.
3. A Delivery Buffer layer, DB, is a set of requests that are buffered in an independent delivery system requesting access to resource layers.

\footnotetext{
\({ }^{1}\) We borrow the term fungible from law to denote resource units that are interchangeable to the user.
}


Fig. 1. The Layers of a Software System
4. A Resource Buffer layer, \(\mathbf{R B}\), is a set of requests that are stored in the resource system requesting service.
5. A Resource Service layer, \(\mathbf{R S}\), is a set of requests that are in a state of execution requesting completion of service.
6. A Completion layer, \(\mathbf{C}\), is a set of requests that have completed service.

We define an ordering relation, \(>\), on \(\boldsymbol{M}\), such that \(\mathbf{C}>\mathbf{R S}>\) \(\mathbf{R B}>\mathbf{D B}>\mathbf{P B}>\mathbf{P C}\). For \(M\) and \(M^{\prime} \varepsilon \boldsymbol{M}\), where \(M>M^{\prime}\), with \(m, m^{\prime}\) subsets of \(M\) and \(M^{\prime}\) respectively, we say that \(m>m\) ' and \(m\) is in a higher layer. If \(m\) and \(m\) ' are subsets of the same layer, then \(\mathrm{m}==\mathrm{m}\) '.

The requirement of six layers is a simplification. Software systems routinely add additional layers, as in the waterfall model of software engineering. For systems with fewer layers, such as a 10Base-2 Ethernet, we model the absence of layers by the movement of requests through them without delay. The layers are conceptually circular, so that requests that complete service can be reconceived for reuse [15].

For peer-to-peer systems, the above diagram "folds over," (Fig. 2) so that both processes and resources initiate and receive requests, acting as both source and destination. The ordering relation above is thus defined for the direction of the request mapping in its attempt at service, through source conception, source buffering, delivery buffering, destination buffering, destination service, completion, and potential reuse. \(\boldsymbol{T}\) is not shown in Fig. 2. We need a 3-dimensional diagram for a peer-to-peer system, in which requests can be shown initiating and terminating from left to right during the increment of time.
E. The Request

Each request is a triple ( \(\mathrm{m}, \mathrm{r}, \mathrm{t}\) ), where:
\(\mathrm{m} \in \boldsymbol{M}\) identifies the current position of the request in the system layers in its request for completed service. It also identifies a specific fungible element where appropriate. A request, \((\mathrm{m}, \mathrm{r}, \mathrm{t})\), requests to be mapped to a layer \(\mathrm{m}^{\prime}>\mathrm{m}\).


Fig. 2. Architecture for Peer-to Peer-Systems
\(\mathrm{r} \varepsilon \boldsymbol{R}\) identifies the resource element at which service is requested.
\(\mathrm{t} \varepsilon T\) identifies a discrete unit of Time. A request is always requesting movement to a higher layer at its current unit of T, but may be postponed to a \(\mathrm{t}^{\prime}>\mathrm{t}\).
All requests are either Input or Output operations, specified by a predicate on the request that also contains data values to be input or output, together with process and data format keys. An input request that contains data values other than a wild card is a match request and is serviced only if its data values matches the values currently being stored at the requested location. An input request with a wild card in place of data returns the value being stored. If such an input request also matches the format key of the stored data (in contrast to undecipherable input, for example), the input is called a read.

\section*{F. The Software System}

A Software System is a quintuple \(\{\boldsymbol{M}, \boldsymbol{P}, \boldsymbol{R} \boldsymbol{T}, \boldsymbol{F}\}\), where \(\boldsymbol{M}\) is a set of ordered layers, \(\boldsymbol{P}\) is a set of processes, \(\boldsymbol{R}\) is a set of resources, \(\boldsymbol{T}\) is slotted time, and \(\boldsymbol{f}\) is a function that controls the movement of requests through the single and composite layers of \(\boldsymbol{M} . \boldsymbol{f}\) assigns a mapping, \(g_{P}: \mathbf{P} \rightarrow \boldsymbol{P}^{\prime}\) for each \(p \varepsilon \boldsymbol{P}, \quad g_{P}\) recursively defined, such that:
\(g_{P}(\mathrm{~m}, \mathrm{r}, \mathrm{t})=\quad\left(\mathrm{m}^{\prime}, \mathrm{r}, \mathrm{t}\right), \mathrm{m}^{\prime}>\mathrm{m}\), if restrictions permit this mapping (called promotion), else
\(g_{P}(m, r, t)=g_{P}\left(m^{\prime}, r^{\prime}, t^{\prime}\right), m=m^{\prime}, t^{\prime}>t\), if restrictions permit the mapping (called rescheduling), else
\(g_{P}(m, r, t)=g_{P}\left(m^{\prime}, r^{\prime}, t\right), m>m^{\prime}(\) called demotion \()\).
A request is mapped from the process conception layer, in order, to the completion layer as restrictions allow. If restrictions prevent mapping to a higher layer at some specific time unit, the request attempts rescheduling to the same layer for a later time unit; if restrictions prevent promotion and rescheduling, the request is demoted and again requests promotion. All requests that do not complete service by the end of Time are demoted to PC. Requests that are demoted to PC and never reconceived and promoted are in a dead state [14].

\section*{G. The Control Mechanisms}

Each request is assigned three types of restrictions that, together with input and output operations, match the subclasses of errors to be defined:
1) Promotion and demotion dependency predicates specify a set of process mappings (events) that effect a request's upward or downward movement. A request cannot be promoted if any process event is contained in its promotion dependency. Its process must wait for these events to complete, at which time they are removed from the dependency. A request cannot continue to be rescheduled if an event in its demotion dependency occurs.
2) Promotion and demotion times predicates specify the minimum/ maximum number of times that a request must be/ can be rescheduled to a particular element of \(\boldsymbol{M}\). These values are decremented, down to 0 , each time a request is rescheduled. A restriction of a minimum number of rescheduling times delays the request from moving to a higher layer until that number is decremented to 0 ; that of a maximum number of rescheduling times sets a threshold for how long a request can remain at its present layer (e.g., a hard deadline) The maximum rescheduling time assigned to all requests is limited by the lifetime of the system, causing any process that has not completed service at the end of Time to be demoted to PC. Times predicates control rescheduling at both single and composite layers.
3)Promotion and demotion priority predicates determine request mappings when conflict occurs. A request is enabled for promotion iff its promotion dependency set is empty and its promotion times predicate is 0 . A request is enabled for rescheduling to the same layer iff its demotion times predicate is not 0 and an event in its demotion dependency does not occur. Conflict occurs if an output request and at least one other request with a different key value are both enabled for mapping to the same resource or buffer unit. (For fungible resources, conflict occurs if there are more enabled output requests with different key values than there are fungible units.) Requested service or buffering is provided at each resource unit to at most one conflicting request.

\section*{H. Definitions}

We have introduced the term, anomaly, which is not widely used in the software engineering field, to denote an execution time error that results in loss of service, and may or may not cause a failure. One benefit derived from the study of the model is the enabling of definitions of these terms.
Service is rescheduling at RS with a reduction of the request's promotion time predicate. (Depending on the subject of analysis, a buffer layer may be considered a service layer.)

\section*{Completed service is a request's mapping to \(\mathbf{C}\).}

User requirements is a nonempty set of process requests that are conceived, bound together, and repeatedly rescheduled in PC by a user and/or by a development team, and then submitted to resource layers to request completed service as a unit.
An error is a state containing a nonempty set of processes that conflict with user requirements.

An anomaly is an error that contains at least one process that is demoted from RS and causes a loss of (partial) service. \({ }^{2}\) The process must repeat previous upward movement to RS as well as service at RS before it can complete service. Note that a process may complete service even if an anomaly occurs. If an anomaly is caused by a user error, the user may provide for effective error recovery. If an anomaly is caused by a system error, the resource system may detect the anomaly and recover from it. \({ }^{3}\)
A failure is an anomaly in which process output conflicts with user requirements and causes the demotion of the process to PC.

\section*{II. The Classification Scheme}

Anomalies are divided into three classes: scheduling, security, and development. These categories are then subdivided into five subclasses for the errors that cause them: errors of output, input, dependency, priority, and timing.
A process or set of cooperating processes always requests to complete a service. In development anomalies, the process set is developed incorrectly and cannot complete service unless it is returned to its maintenance team for correction. Yet, even a process set that has been correctly developed has no guarantee that it will complete service unless the resource system prevents interference from other processes, either that of scheduling errors (errors in the resource system) or of security errors (errors in the violating process and in the resource system). The resource system can prevent scheduling and security anomalies, although prevention mechanisms may be onerous. Alternatively, it may rely on detection, using key matches or time-based heuristics, and recovery of valid processes, typically with roll backs and restarts. The resource system cannot prevent development anomalies; in particular, it cannot achieve recovery for a security violator.
Scheduling is the assignment of independent processes to different units of shared resources. For example, an operating system's scheduler chooses which of competing processes to assign to the CPU and a network router schedules packets onto positions in output queues. A process or a set of cooperating processes in a scheduling anomaly would have completed its service if it had been serially scheduled, assuming that security and development anomalies had not occurred and that time constraints were satisfied. To enhance throughput and minimize response time, the scheduler had assigned independent processes to concurrent intervals of time, but did not secure the order of their competing requests.
Security is the prevention of unauthorized access to a resource system, while authorizing a set of valid users to share resources. A malicious insider or an intruder with an insider's access key is still an invalid user, since some of the fields of the keys in its data requests will not match the stored data

\footnotetext{
\({ }^{2}\) An anomaly is an error in execution, with a relationship similar to that of a process and a program.
\({ }^{3}\) The demotion of an intruder process is also an anomaly, since the intruder should have been denied access, preventing the resultant work loss.
}
keys. Although most security anomalies can be prevented, control mechanisms have become expensive as systems have evolved and violators have become more sophisticated. A process or set of cooperating processes in a security anomaly would have achieved its service without the interference of malicious processes, assuming that scheduling and development anomalies had not occurred. The security system, while providing access for independent processes during concurrent intervals of time, inadvertently permitted the access of violators.
Development is the production of a software system: understanding, designing and implementing the processes that cooperate in comprising the system. Development consists of multiple activities, including requirements gathering, system design, project management, and implementation. Development errors can be subdivided into those that occur during the development process and those that remain in the resultant system, but both of these types display the same characteristics. Development anomalies are due to errors that are introduced at these stages, before a project is promoted to buffer or service layers. Such anomalies require abortion and correction by the production or maintenance team for completed service. Scheduling and security anomalies, on the other hand, occur asynchronously at execution time, and are due to errors in the software system that controls them. These latter anomalies can be corrected by the system at higher layers without changing the processes involved.
Control mechanisms are applied for the prevention of all types of anomalies. In competition synchronization, mechanisms secure resource allocation; in cooperation synchronization, they secure process interaction. We consider two types of orders for control mechanisms: Process/Resource ( \(\mathrm{P} / \mathrm{R}\) )-ordered and Times ( T )-ordered. \(\mathrm{P} / \mathrm{R}\)-ordered mechanisms prevent anomalies by establishing procedures that follow orders of resource and/or process keys. Examples of such mechanisms include linearly ordering resources (to prevent resource deadlock), serializing transactions (to prevent inconsistent data), and priority scheduling (to satisfy real-time constraints); law-governed interaction [16] uses \(\mathrm{P} / \mathrm{R}\)-ordered methods in security systems, for example, in exchanging key values during authentication. T-ordered policies make decisions based on the number of time units that processes are rescheduled to a resource or buffer unit. Examples of such mechanisms include aging (to prevent unbounded waits), timestamps (to prevent duplicate service following man-in-themiddle attacks), time-outs (to prevent unbounded waits), FIFO queues (to prevent unfair service), and quantifiable approaches (to prevent time overruns); budgetary controls may be applied to establish a threshold on the entry of incorrect passwords [1] and statistical decision theory may be applied to achieve a threshold for assuming that a watermark is present [17]. P/Rordered algorithms frequently incorporate T-orders, such as sequence numbers or timestamps, into key values to order requests with the same process key, as is used in ARQ [20]. T-ordered schemes may incorporate \(\mathrm{P} / \mathrm{R}\) orders to allocate
alternating turns to ordered processes, as is used in TDM [20] and round robin scheduling. For efficient resource utilization during non-uniform traffic conditions, protocols alternate between \(\mathrm{P} / \mathrm{R}\)-orders during heavy traffic and T -orders for light traffic [13], as is used in right turns on red, Binder's protocol [3], and Dekkar's algorithm [6].

The model presented in Section 2 introduced dependency, times, and priority predicates. Dependency predicates are P/Rordered; times predicates are T-ordered; priority predicates alternate between T-ordered service during no conflict and \(\mathrm{P} / \mathrm{R}\)-ordered service when conflict occurs.

We next introduce the subclasses: errors in outputs, inputs, dependencies, priorities, and mapping times.

\section*{A. Output Errors}

Scheduling output anomalies result from the scheduling of outputs in an erroneous order. Security output anomalies result from intruders outputting erroneous data into a system. Development output anomalies result from erroneous output decisions reached during development. In each case, key values of requests conflict and cause failures unless the conflict is controlled. \(\mathrm{P} / \mathrm{R}\) orders are useful to either prevent or detect output anomalies, although large systems rely on automated T-ordered tools to identify anomalous behavior.
If scheduling mechanisms are incomplete, outputs from independent processes may be scheduled to the same resource unit and interfere with each other. P/R-ordered prevention schemes include network collision-free protocols, such as a Token Bus in Local Area Networks that orders media access by station addresses, and transaction serialization in Database Management Systems, which prevents inconsistent data. Alternatively, collisions may be allowed and detected, perhaps by checksums or time-out heuristics that wait for acknowledgments, followed by recovery via restarts. For example, Aloha's collision-based media access protocol dampens repeated collisions by retransmitting the colliding broadcast at random intervals [20], as a heuristic for linearly ordering rebroadcasts. Unless control measures completely order subsequent access, outputs may continue to collide. An example of such an anomaly is the repeated alternating of reads and arm cylinder moves in disk sharing [7].
If security mechanisms are incomplete, an intruder's output can interfere with valid processes. An intruder's key will not match that of the process that is being serviced at the accessed resource and its output will overwrite any data stored there, canceling the valid process's continuing service. Or a process may repudiate a message, and thus the key that identifies the sender of the message, canceling the message's service. An intruder who obtains a user's access key may be able to output invalid data; these contain the intruder's key value and cancel data requests currently being serviced. Examples of such anomalies are virus propagation, cracking, and message replays. (A duplicate transaction cancels the valid process's quantity specification.) Law-governed interaction [16], including mechanisms such as authorization, encryption, and third party authentication, is effective in preventing many
security output anomalies. Virus detection software matches known virus signatures to values in attempted accesses. Alternatively, systems may use heuristics to flag anomalous behavior as evidence of violators. If these mechanisms are insufficient, the system may also rely on integrity check values and audits to detect anomalies. Recovery involves roll back, restoration, and restart. Similar to scheduling anomalies, recovery from output anomalies is achieved in the resource layers.

If development procedures are incomplete, a process's outputs may cause system failure. Data keys do not match and data requests that are currently being serviced are overwritten. Examples of these errors are incorrect assignments, version inconsistencies, and pointer arithmetic errors. Development output anomalies are frequently prevented by program verification and validation or by testing procedures, configuration management tools, and other automated tools. Such methods define a series of cooperating processes that must be followed in an established order. As systems have expanded, methods to prevent anomalies with verification tools [4] or comprehensive test suites [19] have become unmanageable. Developers utilize heuristics to test systems, with the understanding that not all errors are detected, relying on users and exceptions to notify them of conflicts with outputs after system release. Unlike scheduling and security output anomalies, resource systems cannot recover from development errors, but must rely on maintenance teams to achieve recovery at the process conception layer.

\section*{B. Input Errors}

Scheduling input anomalies result from scheduling inputs in an erroneous order. Security input anomalies result from intruders obtaining unauthorized information. Development input anomalies result from erroneous inputs during requirements gathering and/or implementation. Key values of input requests conflict with output requests being serviced and cause anomalies. \({ }^{4} \mathrm{P} / \mathrm{R}\) orders are used to prevent or detect input anomalies. Recovery is more difficult than that of output anomalies.
If a process's inputs are scheduled incorrectly, they may be interleaved with another process's updates, so that an inputting process may conflict with the outputting process and be denied service. An example of such a scheduling anomaly is inconsistent retrieval [2]. P/R ordered mechanisms, similar to those effective for output errors, can prevent scheduling input errors; examples of such mechanisms are critical regions and resource pre-allocation. Erroneous inputs cannot be corrected unless they result in outputs that are detected by key matches. Detection and correction of invalid scheduling inputs are generally more difficult than that of output anomalies, since

\footnotetext{
\({ }^{4}\) Suppose that an output to a process is received incorrectly. What type of error has occurred? If a value is incorrectly output or corrupted during delivery, an output error occurs. If a value is sent correctly, but the receiving process does not have the proper format key for the input, an
} input error occurs. If data are delayed in transit, a times error may occur.
dependent results may be output at multiple and/or distant locations.
If security mechanisms are incomplete, a violator may read data for which it does not have a valid key. Such input cancels a user's request for restricted access. Examples of such failures are invasion of privacy, traffic analysis, and identity theft. The same methods of law-governed interaction that are appropriate to prevent security output anomalies, such as authorization and encryption, are effective for most security input anomalies. Detection and recovery are generally complex, if at all possible.
If a process's inputs are not validated during development, data with non-matching keys may be input. Examples of resulting anomalies include reading from uninitialized data, incorrect data gathering, and incomplete comprehensive of requirements or implementations. Prevention methods include initializing storage with invalid data keys that conflict with the variable type and raise an exception during testing and verifying the range of input values. Development input anomalies, similar to development output anomalies, may be prevented by verification and validation procedures and by automated testing tools. Detection and recovery can be complex.

\section*{C. Dependency Errors}

Processes are frequently dependent upon actions of other processes. A scheduling dependency error occurs if processes are scheduled to an incorrect dependency, such as a circular wait. A security dependency error occurs if a violator corrupts an assigned dependency. A development dependency error occurs if a process's progress is dependent upon an incorrectly programmed event.
If a scheduling protocol is incomplete, processes may be scheduled to wait forever. Four cars at stop signs on four corners of an intersection will be in a dead state if they each wait for the vehicle on the left to proceed into the intersection. A cyclical dependency can also occur among processes if each process's release of a held resource is dependent upon its later request for a resource held by another process in a cycle, causing a resource deadlock. \(\mathrm{P} / \mathrm{R}\)-ordered policies will prevent circular waits with uniquely identifiable resource units and also detect them, but are less effective for fungible resources [14]. Automated tools, serving as heuristics of banker's algorithm, set a threshold on resource use, throttling new processes, in order to prevent resource deadlock Alternatively, the system may assume an erroneous scheduling wait if a process exceeds some time-out period without making progress, and roll back and restart the process for attempted recovery.
If security measures are incomplete, an attacker can corrupt an event upon which a process is dependent. For example, a TCP/IP system establishes a half-open connection following a connection request. If an attacker fills a server's backlog queue without completing the connections, new users cannot be serviced. To prevent the possibility of a server waiting forever, half-open connections are discarded after a time-out
period (about 75 seconds), but an attacker can continue to flood the server with connection requests. A relay (SYNDefender) may be placed between connection requests and the server, so that only completed connections reach the server. Processes are required to follow an ordered sequence of requests in order to establish connections through the relay.
An erroneous development dependency occurs if a process's progress is dependent upon an incorrect event. Examples of such anomalies include an infinite loop [14] and an infinite wait for a process that does not exist. These anomalies may be prevented by formal specification or by testing procedures. Alternatively, they may be detected by time-outs, which are heuristics that rely on the detection of a wait that exceeds a threshold, but which do not identify the nature of the wait.

\section*{D. Priority Errors}

A scheduling priority anomaly can occur if an incorrect priority is assigned due to an incomplete scheduling policy. A security priority anomaly can occur if violators corrupt scheduling priorities. A development priority anomaly can occur if the development team assigns incorrect priorities to development or execution processes. Recovery from priority anomalies is typically ineffective.
A scheduling priority anomaly occurs if a process is chosen for execution in an incorrect priority order. For example, in priority inversion, a high priority process waits for service while a lower priority process is allocated the CPU [12]. Priority inversion can be prevented by priority inheritance, where a server's priority is ordered based on the priority of its waiting processes. If a wait resulting from a priority anomaly is unacceptable, recovery is no longer possible [14].
A security anomaly can occur if violators corrupt the scheduling order. For example, a set of web pages may link to each other repeatedly, causing a counting spider to assign these pages higher priority for a search engine's pages than their popularity warrants. If a search engine can detect this misuse, perhaps after reaching a threshold on the number of hits within a small set of nodes, it can change the links' priorities, but this will be too late for the users who have missed choosing the more popular web pages.
During development, erroneous priorities are frequently assigned to the allocation of resources, causing such failures as cost overruns and time overruns. A development policy establishes ordered steps in system development, so that delays can be identified and higher priority assigned to processes that are bottlenecks in system development. Erroneously assigned priorities are usually detected when established milestones are missed, although reprioritizing of manpower during production generally does not enable
recovery. Erroneous priorities that are assigned to processes during development may not be detected during software testing, since results are dependent upon execution orders.

\section*{E. Times Errors}

A scheduling times anomaly occurs if the number of time units allocated for a process to be serviced is insufficient due to an error in the scheduling policy. A security times anomaly occurs if the time units are insufficient due to an error in the security policy. A development times anomaly occurs if there is an overrun of time units due to the miscomprehension or implementation of a project. Times errors are widely prevented by automated tools. If these errors cause anomalies, recovery is not possible since the processes have already exceeded their acceptable allocated time.
A scheduling times anomaly occurs if a scheduler is overwhelmed by traffic, causing the demotion of process as traffic increases. The scheduler has accepted more traffic than can be serviced within the available time. In networks, packets are discarded. In virtual memory systems, pagethrashing causes repeated preemption and context switching. Such congestion must be prevented by budgetary controls, such as maintaining metrics of resource use and throttling new processes when a threshold is reached.
A security times anomaly occurs if an attacker prevents valid processes from obtaining service within their required time. Examples of such service threats include distributed denial of service and internet worms. Firewalls at clients can deny the access of many service threats, but the processing burden may prevent the service of valid processes. Budgetary controls to identify and abort such intruders at routers or other intermediate switches before they swamp clients are frequently effective prevention mechanisms.
A development times anomaly occurs if insufficient time units are allocated to complete required tasks. T-based orders are the basis for stress tests, volume tests, timing tests and timelines for project milestones. These measures are frequently effective for preventing production time overruns, but, as in prevention methods for scheduling and security timing errors, they are only heuristics.

\section*{F. Causes of the Classes and Subclasses}

The following table outlines the above classification, providing examples of anomalies in each category, as well as appropriate control mechanisms for prevention, detection and recovery (Table 1). Characteristics are shown to apply across subclasses. Although this classification scheme was developed before specific anomalies were considered, examples in each subclass were obtained.

Table 1. Classification Scheme for Anomalies of Software Systems
\(\left.\begin{array}{|l|l|l|l|l|}\hline & & \text { Scheduling anomalies } & \text { Security anomalies }\end{array}\right]\)\begin{tabular}{l} 
Development anomalies \\
\hline Caused by \\
\end{tabular}

\section*{IV. Structured Analysis}

We consider three types of data-modeling tools, statetransition diagrams [9, 18], data flow diagrams [8] and entityrelationship diagrams [5]. Each of these tools is preferred over our model in providing focused clarity for the design of software systems. To illustrate the power of our model, however, we show that data-modeling constructs can be expressed within the model.

\section*{A. State-Transition Diagrams}

In state-transition diagrams, a system state is represented by values of stored data at each instant of time. Then an event
causes a transition of the system from one state to another, similar to the mappings from state to state in our model.
States are represented in our model by sets of requests at each unit of Time. Transitions are represented by mappings to other request sets. Events that cause mappings are combinations of completed mappings contained in dependencies, expirations of times restrictions, and priority restrictions following conflicts. Inputs or outputs that cause transitions are represented by input and output requests that are serviced at RS. When states cycle back on themselves, requests are mapped to a later element of T so that \(\mathrm{g}_{\mathrm{p}}(\mathrm{m}, \mathrm{r}, \mathrm{t})=\) \(\mathrm{g}_{\mathrm{p}}\left(\mathrm{m}, \mathrm{r}, \mathrm{t}^{\prime}\right), \mathrm{t}^{\prime}>\mathrm{t}\).

\section*{B. Data Flow Diagrams}

Data flow diagrams illustrate the movement of data from one entity to another. This data flow is cleaner than the movement of data contained in the requests of our model.
In our model, all output requests transmit data and all input requests (except match requests) receive data. Sources of external data conceive their data in PC and transmit their data to RS. (Thus, input from external sources in data flow diagrams are outputs to the resource system in terms of our model.) Destinations input their data through input requests that are serviced at RS. (Thus, outputs to users and other external sources in data flow diagrams are inputs at these external entities in terms of our model.) Requests can originate from the PC layer at any time, allowing users to output data interactively. Each data store/ database is represented by resource buffers at a specific sublayer. Data flows are represented by mapping of input or output requests. Transformations are the mechanisms by which inputs yield outputs. In terms of our model, transformations occur when output requests are repeatedly rescheduled, perhaps with their values altered by other output requests to the requested resource.

As an example, consider a student process that requests to be registered in a course. Some of the process's output requests containing initial data values (name, id) are mapped to a resource buffer. Other process requests are mapped to data stores, requesting information on seats available, course hours, etc. These activate dependencies in the data store, that then outputs additional values to be mapped to the reserved buffer. The final process request, for the output of a completed registration form, is only serviced after all the other requests have been serviced.

\section*{C. Entity-Relationship Diagrams}

Entity-relationship diagrams express relationships between objects. These relationships are implicit in our model, which primarily focuses on mappings (transitions, transformations).
In our model, entities are sets of requests that are bound together by control mechanisms. Sets of requests are assigned dependencies so that they can be identified and accessed as a unit. Data fields of the same entity each contain the same identifier as part of their key. Relationships between entities are best expressed by rescheduling the entity that is represented by one request set to a request set with additional characteristics.

\section*{V. Summary}

Software engineering is concerned with how digital information is produced, organized, and delivered. Of major concern is the control of anomalies that are caused by software errors, whether by prevention or by detection and recovery, and what kind of control mechanisms are effective. This paper proposes a model and a classification scheme for errors of software systems that lead to the loss of work and potential system failure, offering a unifying view of the control of anomalies.

The model is expressed in terms of requests being mapped through different stages in the software lifecycle. These mappings are controlled by a small set of restrictions, which are also the causes of software errors. The constructs of the model are shown to be equivalent to those of some datamodeling tools.
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\begin{abstract}
Recent high-speed networks provide new features such as DMA and programmable network cards. However standard network protocols, like TCP/IP, still consider a more classical network architecture usually adapted to the ethernet network. In order to use the high-speed networks efficiently, protocol implementors should use the new features provided by recent networks. This article provides an advanced study of both hardware and software requirements for high-speed network protocols. A focus is made on the programming model and the steps involved in the transfer's critical path.
\end{abstract}

\section*{I. InTRODUCTION}

High-speed network interconnects that offer low latency and high bandwidth have been one of the main reasons attributed to the success of commodity cluster systems. Some of the leading high-speed networking interconnects include Gigabit-Ethernet, InfiniBand [1], Myrinet [2] and Quadrics. Two common features shared by these interconnects are Userlevel networking and Direct Memory Access (DMA). Gigabit and 10-Gigabit Ethernet offer an excellent opportunity to build multi-gigabit per second networks over existing Ethernet installations due to their backward compatibility with Ethernet. InfiniBand Architecture (IBA) is a newly defined industry standard that defines a System Area Network (SAN) to enable a low-latency and high-bandwidth cluster interconnect.

The Transmission Control Protocol (TCP) is one of the universally accepted transport layer protocols in today's networks. The introduction of high-speed networks a few years ago has challenged the traditional TCP/IP implementation in three aspects, namely performance, CPU requirements and memory traffic. In order to allow TCP/IP based applications achieve the performance provided by these networks while demanding less CPU resources, researchers came up with solutions in two broad directions: user-level sockets and TCP Offload Engines (TOE). User-level socket implementations rely on zero-copy OS-bypass high-performance protocols built on top of high-speed interconnects. The basic idea of such implementations is to create a socket-like interface on top of these high-performance TCP Offload Engines, on the other hand, offload the TCP stack on to hardware in part or in whole. Earlier Gigabit-Ethernet adapters offloaded

TCP and IP checksum computations on to hardware. Both these approaches concentrate on optimizing the protocol stack but they do not rely on memory traffic which becomes the bottleneck.
This paper is divided into two parts. First one analyses the existing programming models in order to choose the model that use new network hardware features. The second part analyses the communication's critical path to determine the best way to take advantage of this new hardware. A comparaison between existing high-speed communication protocols and libraries come with all steps of the study.
The next section II of the article analyses existing communication models. The section III choose the best programming model suited with the communication model. The next section IV is an overview of the one-sided communication model. The second part of the article analyses the communication critical's path. We concentrate on issues that determine the performance and the semantics of a communication system: memory management (section V), host memory - NI (Network Interface) data transfer (section VI), send and receive queue management (section VII), data transfer (section VIII), and communication control (section IX).

\section*{II. The communication models}

One way to compare communication models is to classify them according to the sender-receiver synchronization mechanism required to perform data exchanges. There are three synchronization modes: the full synchronization mode, the rendez-vous mode, and the asynchronous mode.

With the full synchronization mode, the sender has to ensure that the receiver is ready to receive incomming data. This means that a flow control is required. FM [3] and FM/MC [4] both implement flow control using a host-level credit scheme. Before a host sends a packet, it checks for credits regarding the receiver; a credit represents a packet buffer in the receiver's memory. Credits can be handed out in advance by preallocating buffers for specific senders, but if a sender runs out of credits it must block until the receiver sends new credits. LFC [5], specifically designed for Myrinet clusters, implements two levels of point-to-point synchronization: the

NI-level and the host-level. At the host level, when the NI control program receives a network packet, it tries to fetch a receive descriptor. If the receive queue is empty, the control program defers the transfer until the queue is refilled by the host library. At NI-level, the protocol garantees that no NI sends a packet to another NI before the receiving NI is able to store the packet. In order to achieve this, each NI assigns a number of its receive buffers to each other NI in the system. An NI can transmit a packet to another one if there is at least one credit for the receiver. Each credit matches a free receive buffer for the sender. Once the sender has consumed all its credits for this receiver, it must wait until the receiver frees some of its receive buffers for this sender and returns new credits. Credits are returned by means of explicit acknowledgements or by piggybacking them at the application-level return traffic. This mechanism is set up to all communication node's pair, so that they are very expensive in both NI memory resource and synchronization time. Indeed, for applications using a lot of small messages, NI buffers could overflow quickly and synchronization time may exceed the latency.

The rendez-vous mode discharge the duty of flow control to the application. For example, BIP [6], VIA [7], BDM [8] and GM require that a receive request is posted before the message enters the destination node. Otherwise, the message is dropped and/or NACKed. VMMC [9] uses a transfer redirection that consists in pre-allocating a default redirectable receive buffer whenever a sender does not know the final receive buffer address. Later, when the receiver posts the receive buffer, it copies the data from the default buffer to the receive buffer. To implement such a model, a middleware must be added between the user application and the implementation ensuring the flow control. Similar to VMMC, QNIX [10] program moves incoming data into a buffer in the NIC memory if incomming data arrive before the receiver creates the corresponding Receiver Context.

The asynchronous mode breaks all synchronization constraints between senders and receivers. The completion of the send operation does not require the intervention of the receiver process to take a complementary action. This mode allows an overlapping between computation and communication, a zerocopy without synchronization, a deadlock avoidance, and an efficient use of the network (since messages do not block on switches waiting for the receive operation). As a consequence, the asynchronous mode provides a high throughtput and a low latency, in addition to a flexibility (as the synchronized mode can be implemented using the asynchronous mode).

AM [11] and PM2 [12] (Parallel Multithreaded Machine) are using the later mode to perform RPC-like communications. Each AM message contains the address of a user-level handler which is executed on message arrival with the message body as an argument. Unlike RPC, the role of the handler is to get the message out of the network and integrate it into the receiver process space. The problem with this scheme is that, for each message, a process handler is created (as with PM2) or an interrupt is generated (as with Genoa Active Message MAchine(GAMMA) [13]) which is very expensive (for both
time and resource).
Other libraries (like VIA, AMII and DP [14]) require a startup connection to be executed before any communications. Such a connection consists in creating a channel that allows communication between a sender and a receiver. This step is often used to exchange capabilities (reliability level, quality of service...) and restrictions (maximum transfer size ...) of the process. This can be usefull for dynamic and heterogenous topologies.

As discussed previously, each synchronization mode has advantages and drawbacks. The rest of the article focuses on the asynchronous mode for both its simplicity and efficiency.

\section*{III. The programming model}

There are many programming models that use the asynchronous mode. The best suited for the RDMA is the onesided model. It means that the completion of a send (resp. receive) operation does not require the intervention of the receiver (resp. sender) process to take a complementary action. RDMA should be used to copy data to (from) the remote user space directly. Suppose that the receiver process have allocated a buffer to room incoming data and the sender have allocated a send buffer. Prior to the data transfer, the receiver must have sent its buffer address to the sender. Once the sender owns the destination address, it initiates a direct-deposit data sending. This task does not interfere with the receiver process. On the receiver side, it keeps on doing computation tasks, testing if new messages have arrived, or blocking until an incoming message event arises.
There are several classes of applications that are easier to write with one-sided communication. They include:
- remote paging;
- adaptative codes where communication requirements are not known in advance;
- codes that perform random access to distributed data. In this case the process owning the data does not know the data to access;
- asynchronous parallel algorithms;
- symetric machines programming;
- data storage algorithms...

The one-sided programming model is simple, flexible and can be used as a high-level interface, or as a middleware between a high-level library such as MPI and the network level. A recent study proved that all MPI-2 routines can be implemented on top of a one-sided interface easily and efficiently [15]. This means that any message-passing algorithms may be implemented using this programming model.
The one-sided scheme can be acheived either by using onesided read or by a one-sided write. The remote read requires at least two messages, the first to inform the remote DMA engine (the remote network interface, the remote OS, or the remote process) about the requesting data and the second to send affectively the data. The remote write operation requires one message.

\section*{IV. The one-sided communication protocol}

The need for a one-sided communication protocol has been recognized for many years. Some of these issues were initially addressed by the POrtable Run-Time Systems (PORTS) consortium [16]. One of the missions of PORTS was to define a standard API for one-sided communications. During the development, several different approches were taken towards the one-sided API. The first one is the thread-to-thread communication paradigm which is supported by CHANT [17]. The second one is the remote service request (RSR) communication approach supported by libraries such NEXUS and DMCS. The third approach is a hybrid communication (that combines both prior paradigms) supported by the TULIP [18] project. These paradigms are widely used. For example, NEXUS supports the grid computing software infrastructure GLOBUS. MOL [19] extends DMCS with an object migration mechanism and a global namespace forthe system. DMCS/MOL is used both in Parallel Runtime Environment for Multi-computer Applications (PREMA) [20] and in the Dynamic Load Balancing Library (DLBL).

In 1997, MPI-2 [21] (a new MPI standard) have been including some basic one-sided functionalities. Although, many studies have integrated one-sided communications to optimize MPI [22]. In 1999, a new communication library called Aggregate Remote Memory Copy Interface (ARMCI) [23] has been released. ARMCI is a high-level library designed for distributed array libraries and compiler run-time systems. IBM have maintained a low-level API, named LAPI [24], implementing the one-sided protocol and runing on IBM SP systems only. Similarly, Cray SHMEM [25] provides direct send routines.

At the network layer, many factories have built RDMA features that ease the implementation of one-sided paradigms. For example, the HSL [26] network uses the PCI-Direct Deposit Component (PCI-DDC) [27] to offer a message-passing multiprocessor architecture based on a one-sided protocol. InfiniBand [1] proposes native one-sided communications. Myrinet [2], [28] and QNIX [10] do not provide native onesided communications. But these features may be added (as for example in GM [29] with Myrinet since Myrinet NICs are programmable).
The arrival of these kind of networks has imposed common message-passing libraries to support RDMA (RW, GM, VIA [7]...). Most of these libraries have extended with onesided communications to exploit RDMA features. But they do not use these functionalities as a base for their programming model.

Machine hardware have provided some kind of one-sided communication. Thinking machines [30] (CM1 in 1980, CM2 in 1988, and CM5 in 1992) are representative examples. CM5 uses two primitives, called PUT and GET, to allow thousands of simple processors to communicate over a the TeraFLOPS.

The rest of the article analyzes each step of the communication's critical path.

\section*{V. Memory management}

Memory allocation preceeds any data transfers. It consists in reserving memory areas to store data to send or to receive. The way allocated areas are managed influences the performance.
DMA should be used to transfer data. The main constraint for DMA operations is that physical addresses are required rather virtual ones. Therefore, transfer routines must provide physical addresses of all pages of a message to the DMA engine. This is a tricky task because a contiguous message in the virtual address space is not necessarily contiguous in physical memory. A virtual-to-physical translation table built at allocation time can be used. Later, at the send (resp. receive) step, the translation table is used to gather (resp. scatter) data from (resp. to) memory to (resp. from) the network interface.
GM and PM2 add some optimizations to use the translation table: it stores the table in the user's memory to be able to translate the whole memory and it creates a small cache table in the NIC memory. The cache table contains a virtual-to-physical translation of most used pages. To avoid page swapping, allocated buffer have to be locked.
Another solution used by the network layer of MPC-OS [31] consists in splitting the message to send into several smaller messages which size is less than the size of a page.
Yet another solution consists in managing physical addresses directly, without operating system intervention. The idea is to allocate a physical contiguous buffer and to map it into the virtual contiguous address space of the user process. Thus, just one translation is needed. Its most important advantage is the avoidance of scatter/gather operations at transfer time. FreeBSD provides a kernel function that allows to allocate physical contiguous buffers. Linux do not provide such an operation. However, there are two methods to allocate physical contiguous memory. The first one is to change the kernel policy by changing the source code of Linux. The second one consists in allocating memory at boot-time. A driver maps the whole physical contiguous memory into a virtual contiguous area. Then, a function is used to search for a contiguous memory area that fits the requested size in the set of free spaces. Note that this function can be executed in user space without any call to the operating system.
Memory allocation is not a step of the communication's critical path, but the policy used to manage memory has an important impact on data transfers. Our goal is to reduce the time spent in the virtual-to-physical translation by using physical contiguous memory allocations.

\section*{VI. Host memory - NI data transfer}

According to the one-sided scheme, the NI must communicate with the host memory in three cases. The first case is when the user process informs the NI for a new send, ie, when the user process sets up a send descriptor to be used by the NI to send message. Both the second and the third cases are when sending and receiving messages. For traditional message-passing systems, the user process must provide a receive descriptor to the NI. There are three methods to communicate between the host memory and the NI: PIO,

WC and DMA. With the Programmed IO (PIO), the host processor writes (resp. reads) data to (resp. from) the I/O bus. This method is extremely fast. However, only one or two words can be transferred at a time resulting in lots of bus transactions. Throughtput is different for writes and reads, mainly because writing across a bus is usually a little bit faster than reading. Write combining (WC) enhances write PIO performance by enabling a write buffer for uncached writes, so that affected data transfers can occur at cache line size instead of word size. Write Combining is a hardware feature initially introduced on the Intel Pentium Pro and now available on recent AMD processors;
A Direct Memory Access (DMA) engine can transfer entire packets in large bursts an proceed in parallel with host computation. Because a DMA engine works asynchronously, the host memory being the source or the destination of a DMA transfer must not be swapped out by the operating system. Some communication systems pin buffers before starting a DMA transfer. Moreover, DMA engines must know the physical addresses of the memory pages they access.
Choosing the suitable type of data transfer depends on the host CPU, the DMA engine, the transfer direction, and the packet size. A solution consists in classifying messages into three types: small messages, medium messages, and large messages. PIO suits small messages, write combining (when supported) suits medium messages, and DMA suits large messages. The definition of a medium message (and then the definition of both short and large messages) changes according to the CPU, the DMA engine, and the transfer direction. Since DMA-related operations (initialization, transfer, virtual-to-physical translation) can be done by the NI or the user process, a set of performance tests is the best way to define medium messages.

\section*{VII. Send and receive queue management}

In order to ensure an asynchronous exection of communication routines, two queues are used: a send queue and a receive event queue. Unlike synchronous libraries, the asynchronous mode does not need a receive queue to specify receive buffers. Although, it needs a receive event queue which contains a list of incoming messages.

Queues allow asynchronous operations. In fact, the user process just appends a descriptor to the send queue to send a message. Once the operation is finished, the sender continues with the next send or with the computing task. Receive event queue is used to probe or poll for a new receive event.
The send queue contains a set of send descriptors provided by user processes and read by the NI at send time. A send descriptor determines the outgoing buffer address, its size, the receiver node and the receiver buffer address. Additional attributes can be specified to personalize the send operation (security level, the reliability level). The NI uses send descriptors to initiate the send operation. Three steps are required:

The first one is the initialization of the send descriptor. This step is a part of the transfer's critical path if the send is a point-to-point communication. For collective operations (multicast,
broadcast...), this step can be done once for multiple send requests.

The second step consists in appending the send descriptor to the send queue. This step depends on the send queue management. In fact, according to the NI type and the memory size, the send queue can be stored either in the NI memory or in the host memory. The first case (used by FM and GM typically) avoids the NI from polling on the host memory queue. The second case (defined in the VIA specifications and implemented in Berkeley VIA [32]) allows a larger queue. MyVIA [33], an implementation of VIA over Myrinet, uses two queues (the small ring in host memory and the big ring on the NIC). If the small ring is not full, the send descriptor is written directly. Otherwise, it is written in the big ring. If the number of unused descriptors in the small ring reaches a lower limit and if there are unprocessed descriptors in the big ring, the NI requests a driver agent to move big ring descriptors to the NI.
The third step of the critical path is the polling performed by the NI on the send queue. This step depends on the previous one. A comparison between MyVIA and Berkeley VIA proved that storing the send queue in the NI memory ensures a more efficient management of the send queue especially for small messages. In fact, Berkeley VIA requires two transactions between the NI and the host memory (the first one to inform the NI about the send and the second one to read the host memory descriptor) whereas MyVIA needs only one transaction. As for the send queue, the receive event queue should be stored on the host memory to allow easy polling by user processes.

Since the size of the send descriptor is only several byte long, PIO or write combining techniques should be used to update the NI send queue or to inform the NI about a new send.

\section*{VIII. Data transfer}

As introduced in the section III, RDMA-write is the sufficient and the efficient way to send data. The receive operation is detailed in the next section.

In order to avoid bottlenecks and use available resources efficiently, a data transfer should take into account the message size, the host architecture (processor speed, PCI bus speed, DMA characteristics), NIC properties (transfer mode, memory size), and the network characteristics (routing policy, route dispertion...).

Many studies have tried to measure network traffics to determine the size of message. However, they mainly focused either on a set of applications [34], a set of protocols [35], a set of networks [36] or a specific environnement (a single combination of networks, protocols, machines and applications) [37]. All these studies show that small messages are prominent (about \(80 \%\) of the messages have a size smaller than 200 bytes). Moreover, the one-sided scheme requires an extra use of small messages to send receive buffer addresses. Thus, it is interesting to distinguish between small and large messages. As discussed earlier, the maximum size of small messages should be determined using performance evaluation.

For the transfer of small messages, no send buffer address nor receive buffer address are required. Therefore, it is possible to store the content of small message in the send descriptor. To send such a message, seven operations are performed: (1) the sender sets up the send descriptor (including data); (2) the sender informs the NI about the send descriptor; (3) the NI copies necessary data from the host memory, (4) the NI sends the message to the network; (5) the remote NI receives the message and appends it to the receive event queue; finally, (6) the receiver process reads the data from the receive descriptor and (7) informs the NI that the receive is done successfully.

For the transfer of large messages, the sender has to specify both the send buffer address and the remote buffer address and ten steps are involved : the sender prepares the send buffer; (2) the sender sets up the send descriptor and writes it to the NI memory using PIO; (3) the sender informs the NI about the send descriptor; (4) the NI reads the send descriptor; (5) the NI copies data from the host memory according to the send descriptor; (6) the NI sends the message to the network; (7) the remote NI receives the message and writes incoming data to its final destination; (8) the remote NI appends a receive descriptor to the receive event queue; (9) the receiver process reads the receive descriptor and (10) informs the NI that the receive is done successfully.

Network policy can also affect data transfers. Adaptative routing, which allows multiple routes for each destination, may cause buffer overwriting due to unordered arrival of messages. This problem doesn't exist with synchronous transfer.

It is benefit to distinguish between small and large messages in order to use efficiently the hardware and to implement a performant one-sided scheme. Finally, Data tranfer is the most important step of the communication. So care should be taken when writing its routines.

\section*{IX. Communication control}

The communication control focuses on how to retreive messages from the network device. How should the NI inform the user process about the completion of the receive? With user-level access to the network, an implementor can choose between using interrupts or polling.
The interrupt-driven approach lets the network device signals the arrival of a message by raising up an interrupt. This is a familiar approach, in which the kernel is involved in dispatching the interrupt to the application in user space.

The alternative model for message handling is polling. In this case, network device does not actively interrupt the CPU, but merely sets some status bits to indicate the arrival of a message. The application is required to poll the device status regularly; when a message is detected, the polling function returns the receive descriptor describing the message.

Quantifying the difference between using interrupts and polling is difficult because of the large number of parameters involved: hardware (cache sizes, register windows, network adapters), operating system (interrupt handling), runtime support (thread packages, communication interfaces), and application (polling policy, message arrival rate, communication pat-
terns). First, executing a single poll is typically much cheaper than taking an interrupt, because a poll executes entirely in user space without any context switching. Recent operating systems decrease the interrupt cost by saving minimal process state, but interrupts remain expensive. Second, comparing the cost of a single poll to the cost of a single interrupt does not provide a sufficient basis for statements about application performance. Each time a poll fails, the user program wastes a few cycles. Thus, coarse-grain parallel computing favors interrupts, while fine-grain parallelism favors polling.

For application containing unprotected critical sections, interrupts lead to nondeterministic bugs, while polling leads to safe run. Moreover, for asynchronous communication, polling can lead to substantial overhead if the frequency of arrivals is low enough that the vast majority of polls fail to find a message. With interrupts, overhead only occurs when there are arrivals.

Most of high-speed communication libraries (AM, FM, PM [38], GM) use polling and let interrupt to signal exceptions like queue overflow or invalid receive buffer address. FM/MC, LFC, and PANDA [39] use a system that integrates automatically polling and interrupts through a thread scheduler. Since there is no incompatibility between both polling and interrupt, users can use both depending on the application context. Note that, interrupts may be imposed by some libraries to garantee a forward progress for system communications.

\section*{X. Conclusion}

This paper presented several design issues for high-speed communication protocol. First, we classified communication models into three synchronization modes: full synchronization mode, rendez-vous mode and asynchronous mode. The asynchronous mode removes all synchronization constraints between the sender and the receiver. Moreover, this mode is suited with one-sided programming model which offers a simple programming interface and high performance. In addition, both the asynchronous mode and the one-sided scheme take advantage of the DMA feature to acheive a RDMA communication. Note that the one-sided programming model insure the implementation of all message-passing application. Finally, the RDMA-write is sufficient to implement both these two modes.

The memory allocation step preceed any data transfer but it affects the implementation way and the performance of the data transfer routine. Network protocol implementors should avoid the virtual-to-physical translation of memory page addresses while transfering data. The communication routines should take into account that a big number of small message may be exchanged. Theses messages correspond to memory address which are used in the RDMA communication. Thus, a distinction between small message and large message is interresting. For small message, PIO or write-combining method is usable and DMA is suitable for large message.

In order to implement an asynchronous communication, the send request should be stored in a send queue. The send routine has just to append a send descriptor to the send queue.

It is preferable to store the send queue in the network interface memory and thus avoiding the network interface to poll send descriptor from the host memory. Similar to the send message, the receive completion descriptor should be stored in a host receive queue to avoid the process to poll from the network interface.

Finally, to acheive a good communication control, the programmer should use both interruption and polling. Polling is suited with fine-grain applications and interrupt is used with coarse-grain one. The programmer should avoid all unprotected critical section and shoul use the interrupt to signal exceptions such as the overflow of the buffer or a security problem.
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\begin{abstract}
.
This paper defines two suites of metrics, which cater static and dynamic aspects of component assembly. The static metrics measure complexity and criticality of component assembly, wherein complexity is measured using Component Packing Density and Component Interaction Density metrics. Further, four criticality conditions namely, Link, Bridge, Inheritance and Size criticalities have been identified and quantified. The complexity and criticality metrics are combined into a Triangular Metric, which can be used to classify the type and nature of applications. Dynamic metrics are collected during the runtime of a complete application. Dynamic metrics are useful to identify super-component and to evaluate utilisation of components. In this paper both static and dynamic metrics are evaluated using Weyuker's set of properties. The result shows that the metrics provide a valid means to measure issues in component assembly.
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\section*{1. Introduction}

The use of Component-Based Software Engineering (CBSE) has become very important for building large software systems, as it leads to shorter development time at a reduced cost \([3,24]\) by the easy process of assembling and wiring software component into a complete application. Although there is no IEEE/ISO standard definition that we know of, one of the leading exponents in this area, Szyperski [24], defines a software component as follows:
"A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties".

Although the definition permits assembling several hundred of components to make a complete software application, a standard is needed to make the components work together. Some well-known standards are Sun's JavaBeans, Microsoft's .NET and Object Management Group's (OMG) Corba Component Model (CCM) standard. As with many standards, the systems designed using even the known standards still do not integrate well, primarily because of 1) the need to strictly conform to the given standard (which often may not be comprehensive) [1, 2, 5, 6 ] and 2) due to the differing behavioral characteristics of
components themselves [21]. A more recent work to address these problems is by Oberleitner et. al. [16], who have developed the Vienna Component Framework to enable composition across different component standards.

Although many metrics have been defined in literature for software integration, these need to be amended or enhanced for CBSE based integration. For instance, Lorenz and Vlissides [15] identify that the CBSE development model is different to designing with object-oriented design. Sparling [22] describes how software component development life cycle has different activities compared to the traditional life cycle. Therefore their strong conclusion is that a series of new software metrics is required for each activity. Arsanjani [1] recognizes other issues in development and integration of software component. In a more recent work, Gill and Grover [13] identify clearer reasons why it is not suitable to use traditional software metrics.

This research is an attempt to build a suite of software metrics, with particular emphasis on software component assembly. The suite accommodates static and dynamic aspects of component assembly. The static metrics measure the complexity and criticality of component assembly, while the dynamic metrics characterize the dynamic behaviour of a software application by recognizing component activities during run-time.

The paper is organized as follows: section 2 presents the need for component integration metrics, while section 3 discusses the definition of the metrics and their description. Section 4 shows how to incorporate metrics using CCM with StockQuoter example. The metrics are evaluated using the nine Weyuker properties in section 5. The discussion and conclusions of the research are provided in sections 6 and 7 respectively.

\section*{2. Research Problem}

Component based metrics have been proposed by several researches. For example, Dolado [9] validates the use of Lines Of Code (LOC) in counting the size of software, while Verner and Tate [26] estimate the number of LOC early in the software life-cycle. But since the use of LOC depends on the language of implementation, it is hard to predict the size of the software prior to implementing. This is more so for software components, which do not have information on their source code. Most other metrics on CBSE have aimed at the reusability of components [12, 20, 27, 28], while [10, 21] focus on the process and measurement framework in
developing software components. Ebert [11] suggests some classification techniques to identify critical items in software project, which can be applied for a CBSE project, but he does not tackle the criticality aspects of component integration.

Specific issues on integration are discussed by SedighAli et al. [21], where the complexity of interfaces and their integration is interpreted as quality metrics. Cho et. al. [8] define metrics for complexity, customisability and reusability. They calculate the complexity of metrics by using the combination of the number of classes, interfaces and relationship among classes. They combine the calculation of cyclometric complexity with the sum of classes and interfaces, which need information from the source code.

We propose static metrics and dynamic metrics for component assembly \({ }^{1}\), which could be of substantial use in estimating the effectiveness of the overall integration process, during the specification and design stages. Static metrics are collected from static analysis of component assembly, while dynamic metrics are gathered during execution of complete application. We consolidate our work and validate the metrics suite through Weyuker's evaluation criteria [29]. Furthermore, the suite integrates existing metrics available in the literature as an integrated package.

\section*{3. Component Metrics}

The proposed metrics use graph connectivity as a medium to represent a system of integrated components. Each node and link represents a component and their relationship with other components respectively. Interactions happen through interfaces and events arising or arriving in. If a component ' \(X\) ' requires an interface that is provided by another component ' Y ', then ' Y ' will be the incoming interaction for ' X '. If a component ' X ' publishes an event which is consumed by component ' Y ', then ' X ' is said to raise an outgoing interaction to ' Y '. OMG [30] defines a provided interface as a 'facet', a required interface as a 'receptacle', a published event as an 'event source' and a consumed event as an 'event sink'.

Fig. 1 shows a link between two components of system P and system Q where one could consider component B to be more complex than components \(\mathrm{A}, \mathrm{D}\) or X , because it has more links than the others. Therefore in one sense, B can be termed as a critical component. On the other hand, component X may not be complex, but it is critical for the correct operation of the integrated system. Here, component X functions as a bridge between two systems P and Q . The definition for criticality does not stop here and it has other dimensions (see more in section 3.2).

\footnotetext{
\({ }^{1}\) For this paper, we differentiate the term Component Assembly and Component Integration as follows: A 'Component Assembly' refers to system in which components have been integrated, whereas 'Component Integration' refers to the process of integrating components.
}

Similarly the complexity of a system depends on packaging density of components. For example, vertically connected components can be easily integrated as compared to multiply connected components. In addition, facets of components also have roles in connectivity and quality metrics. Further, dynamic characteristics of components along with their constraints can aid the design of new type of metrics for quality, management and reliability measures.


Fig. 1 Interacting systems and components.
In order to compute the value for criticality and complexity, we have identified several conceptual views of the components and systems, based on the analysis of the static and dynamic characteristics of integrated components. We give a formal definition of the metrics and their descriptions below. The detailed reasoning for each metrics is explained in [0].

\subsection*{3.1. Complexity Metrics}

Complexity metrics belong to two categories: The first category deals with packing density of integrated component, while the second deals with interaction density among components in an integrated component. Using either CIDL [30], or ACOEL(A Component-Oriented Extension Language) [23] specifications, we can build a graphical representation of component assembly and derive Component Packing Density (CPD) metrics and Component Interaction Density (CID) metrics. The definitions of the metrics are given below:
1. Component Packing Density Metric
\(\mathbf{C P D}_{\text {constituent_type }}=\) \#constituent / \#components, where \#<constituent> is one of the following: LOC, object/classes, operations, classes and/or modules in the related components.
2. Component Interaction Density Metric

CID \(=\# \mathbf{I} / \# \mathbf{I}_{\text {max }}\), where \(\# \mathbf{I}\) is the number of actual interactions and \#Imax is the number of maximum available interactions.
3. Component Incoming Interaction Density Metric

CIID \(=\# \mathbf{I}_{\text {in }} / \#\) Imax \(_{\text {in }}\), where \(\# I_{\text {in }}\) is the number of incoming interactions used and \(\# \operatorname{Imax}_{i n}\) is the number of incoming interactions available.
4. Component Outgoing Interaction Density Metric

COID \(=\# \mathbf{I}_{\text {out }} / \#\) Imax \({ }_{\text {out }}\), where \(\# \mathrm{I}_{\text {out }}\) is the number of outgoing interactions used and \(\# \operatorname{Imax} x_{\text {OUT }}\) is the number of outgoing interactions available.
5. Component Average Interaction Density Metric

CAID \(=\boldsymbol{\Sigma}_{\mathrm{n}} \mathbf{C I D n} / \#\) components, where \(\Sigma_{\mathrm{n}} \mathrm{CID}_{\mathrm{n}}\) is the sum of interactions density for component 1 to n and \#components is the number of the existing component in the actual system.

\subsection*{3.2. Criticality Metrics}

A critical component is typically a component that binds a system. In Fig. 1, the bridge is a critical component. For a software tester this component requires substantial testing effort. Every possible scenario for this critical component has to be tested, particularly if it is a base component, so that wrong operations are not inherited by the subcomponents. In this research, we propose four metrics to identify the critical components and, in addition, characterize the circumstances that make a component critical. The metrics are Link Criticality, Bridge Criticality, Inheritance Criticality and Size Criticality metrics.
1. Link Criticality Metrics

CRIT \(_{\text {link }}=\) \#link_component, where \#componentlinks is the number components, with their links more than a critical value.
2. Bridge Criticality Metric

CRIT \({ }_{\text {bridge }}=\#\) bridge_component, where \#bridgecomponent is the number of bridge components.
3. Inheritance Criticality Metrics

CRIT \(_{\text {inheritance }}=\) \#root_component, where \#root_component is the number of root components which has inheritance.
4. Size Criticality Metrics

CRIT \(_{\text {size }}=\) \#size_component, where \#componentx is the number of component which exceeds a given critical value.
5. \#Criticality Metrics ( \(\mathrm{CRIT}_{\text {all }}\) )

CRIT \(_{\text {all }}=\) CRIT \(_{\text {link }}+\) CRIT \(_{\text {bridge }}+\) CRIT \(_{\text {inheritance }}+\) CRIT \(_{\text {size }}\).

\subsection*{3.3. Triangular Metrics}

The three metrics, namely, CPD, CAID and CRIT \(_{\text {all }}\) have different points of view. While Component Packing Density (CPD) is calculated from the density in the integrated components, Average Interaction Density (CAID) is derived from density of interaction within an integrated component. Both metrics, however, represent the complexity of the system. The last metric ( \(\mathrm{CRIT}_{\text {all }}\) ) is based on the criticality of the component.

In order to get a better view of the complexity metrics, we can combine CPD and CAID into two-axes diagram.

By examining their value, we deduce the characteristic of software as follows:

Case 1: A low value of CPD and a low value of CAID: This condition might happen within a system, having low data processing and low computation, such as a simple transaction processing system.

Case 2: A low value of CPD and a high value of CAID. This condition might happen within a system, having low data processing and high computation, such as a compute-intensive real time system.

Case 3: A high value of CPD and a low value of CAID. This condition might suggest a transaction processing system, which is characterised by high volume of data processing with many components, but has low interaction among components.

Case 4: A high value of CPD and a high value of CAID. This condition represents a very complex system, which might has many classes or constituents within its components and high interactions among components.
Fig. 2 illustrates these characteristics.
By combining information from the two axes diagram with new axis of criticality \(\left(\mathrm{CRIT}_{\text {all }}\right)\), we can further characterize a system (see Fig. 3). A real-time system usually has higher criticality compared to a transactionbased system.


Fig. 2 Four possible values of \(C P D\) and \({ }^{\text {CP }}\) CID
A business application tends to have more components to access data, than a real time application. A list of application types can be found in [17], while distinguishing characteristics between business type applications and realtime systems can be found in [4]. Our results concur with these observations for transaction and real-time system.


Fig. 3 Three axes of component complexity and criticality

\subsection*{3.4. Dynamic Metrics}

Data on dynamic metric are collected during the execution of a complete application. Even though they cannot be used during the design phase, the results are still useful for testing and maintenance purposes. Gathering data for dynamic metrics is possible by instrumenting the source code, prior to compilation. When an application gets executed, components get called in various orders resulting in execution sequence cycles (ESC). When a component becomes active, its provided interface is used by other components.
1. Number of Cycle (NC) Metric
\(\mathbf{N C}=\#\) cycles, where \#cycles is the number of cycles within the graph.
2. Average Number of Active Components

ANAC \(=\) \#activecomponents \(/ \mathbf{T}_{\mathrm{e}}\), where \#activecomponents is the number of active component and \(\mathrm{T}_{\mathrm{e}}\) is time to execute the application (in seconds)
3. Active Component Density (ACD)

ACD = \#activecomponent / \#components, where \#activecomponent is the number of active components and \#component is the number of available components.
4. Average Active Component Density
\(\mathbf{A A C D}=\Sigma_{\mathrm{n}} \mathbf{A C D n} / \mathbf{T e}\), where \(\Sigma_{\mathrm{n}} \mathrm{ACD}_{\mathrm{n}}\) is the sum of ACD and \(T_{e}\) is time to execute the application (in seconds). Execution time can be any of execution of a function, between functions or execution of the entire program.
5. Peak Number of Active Components
\(\mathbf{P N A C}_{\Delta \mathrm{t}}=\max \left\{\mathbf{A C}_{1}, . ., \mathbf{A C}_{\mathbf{n}}\right\}\), where \(\# \mathrm{AC}_{\mathrm{n}}\) is the number of active component at time n and \(\Delta \mathrm{t}\) is the time interval in seconds.

\section*{4. Incorporating the Metrics into CCM \\ Application}

Corba Component Model (CCM) extends the CORBA object model to support the implementation, packaging, assembling and deploying components. CCM adding new metatypes, tools and mechanism to Corba Object Model.

We illustrate the importance of the proposed metrics through the evaluation of a stock-broker system. This example has been shown at C/C++ Users Journal [18, 19].

A StockDistributor (SD) component monitors a stock database. If values in database change, this component generates an event via an event source (Notifier-out) to corresponding event sinks (Notifier-in). Several StockBroker (SB) components can respond with their event sinks. Fig. 4 below shows a StockDistributor component with two StockBroker components. When one or more StockBroker components are interested in the new value, they can invoke a request operation through their receptacle (GetQuoterInfo) to a StockDistributor facet (QuoterInfo).

We need to define interfaces for components before it is developed. Our StockQuoter components is defined using IDL 3.x keywords, as in Fig. 5.

StockQuoter interface defines get_stock_info to provide the value of changed stock. This interface returns the value of StockInfo that has the name and the value. The trigger interface handles the start and stop of stockdistributor, which runs as a daemon. To notify other components about new value in stock, we define a StockName eventtype data. This event is published via event mechanism. The StockBroker component has two ports. The first one consumes an event from StockDistributor component and the second one use information provided by StockDistributor component. The StockDistributor component also has two ports. The first port publishes StockName event to notify other components about a new value of stock and the second port defines a StockQuoter for other components. StockBrokerHome manages the creation and the destruction of StockBroker component, and so does StockDistributorHome to StockDistributor component.

Then we need to define the structure and state of the components. Component implementation definition of StockQuoter system is defined using CIDL as follows in Fig. 6. StockDistributor_impl and StockBroker_Impl show
the name of the composition in the StockQuoter system. StockDistributorHome_Exec and StockBrokerHome_Exec are the home executors and they manage StockDistributor_Exec and StockBroker_Exec respectively.


Fig. 4 StockQuoter system
```

odule stockQuotersyster
interface StockQuoter \{
StockInfo get_stock_info
(in string stock_name); \}
interface DisplayInfoStock \{
void Display(in StockInfo
struct StockInfo
string Name; ong Val; \};
interface Trigger \{
void start(); void stop(); \};
eventtype StockName \{
public string name;
component StockBroker
consumes StockName notifier_in;
uses StockQuoter GetQuoterInfo;
provides DisplayInfoStock
DisplayInfo; \};
component StockDistributor supports
Trigger \{
publishes StockName notifier_out;
provides StockQuoter quoter_info; \};
home StockBrokerHome manages StockBroker \{\};
home StockDistributorHome manages
StockDistibutor \{\}; \}
Fig. 5 IDL for StockQuoter System.

```

The composition definitions in CIDL are compiled to generate skeleton code that associates the implementation of components and component homes. After this, component developer can implement the requirement stated for each particular components.
```

```
composition session StockDistributor_Impl {
```

```
composition session StockDistributor_Impl {
    hosition sessio
    hosition sessio
        StockDistributorHome_Exec
        StockDistributorHome_Exec
        {
        {
        implements StockDistributorHome;
        implements StockDistributorHome;
        manages StockDistributor_Exec;
        manages StockDistributor_Exec;
    }
    }
composition session StockBroker_Impl
composition session StockBroker_Impl
home executor StockBrokerHome_Exec
home executor StockBrokerHome_Exec
        implements StockBrokerHome;
        implements StockBrokerHome;
        manages StockBroker_Exec;
        manages StockBroker_Exec;
    }
```

```
    }
```

```

Fig. 6 CIDL for StockQuoter System

The implementation of components can be packaged and deployed. The components can be connected to other components to form a component assembly. It is assembled in an assembly package. The component assembly package has a set of component packages and an assembly descriptor. The assembly descriptor is defined in XML. The component assembly descriptor for our examples is shown in Fig. 7.

With component assembly descriptor and implementation of component, we can generate our metrics as follows:
- Component Packing Density Metrics

Our example only shows 'get_stock_info' and
'DisplayInfo' as the operations in the component
assembly. DisplayInfo appears twice as two StockBrokers are included. With three components, we have:
\[
\mathrm{CPD}_{\text {OPERATION }}=3 / 3=1
\]
- Component Interaction Density Metris

Component SD has two available interactions (a facet and an event) and they are used for interaction. SB has three available interactions (a facet, a receptacle and an event) and only two are used for interactions.
\(\mathrm{CID}_{\mathrm{SD}}=2 / 2=1, \quad \mathrm{CID}_{\mathrm{SB} 1}=2 / 3=0.667, \quad \mathrm{CID}_{\mathrm{SB} 2}=2 / 3=0.667\)
SB has a receptacle and an event sink available for incoming interactions, and has a facet for outgoing interaction, but only the receptacle and the event sink are in used. SD has a facet and an event source for outgoing interactions, and both are in used.
- \(\mathrm{CIID}_{\mathrm{SD}}=0, \mathrm{CIID}_{\mathrm{SB} 1}=2 / 2=1, \mathrm{CIID}_{\mathrm{SB} 2}=2 / 2=1, \mathrm{COID}_{\mathrm{SD}}=2 / 2\) \(=1, \mathrm{COID}_{\mathrm{SB} 1}=0 / 1=0, \mathrm{COID}_{\mathrm{SB} 2}=0 / 1=0\),
CAID \(=(0+1+1) / 3=2 / 3=0.667\)
For the criticality of the StockQuoter system, we say that:
- For component SD, SB1 and SB2, we have \(\operatorname{link}(S D)=4\), \(\operatorname{link}(\mathrm{SB} 1)=2\) and \(\operatorname{link}(\mathrm{SB} 2)=2\) respectively. \(\mathrm{CRIT}_{\mathrm{LINK}}\) is determined by the number of component that has link value exceeds a threshold value. Our examples has relatively small link values, which in this case \(\mathrm{CRIT}_{\text {link }}=\) 0.
- To examine bridge criticality, we have to identify a component, which functions as a bridge. In our example, CRITbridge \(=0\).
- Inheritance criticality is identified with a base component and its root. For this example, CRITinheritance \(=0\).
- For size criticality, we can use the number of operations in each component as a constituent. Each component in our example has one operation. CRITsize is determined from the number of components that has size value exceeding the threshold value. For this example, CRITsize \(=0\).

By summing up all the values above, we have CRITall \(=\) \(0+0+0+0=0\) which shows that the criticality of the system is 0 . If it is stated that CRITall \(>20\) is a critical system, then our example is not a critical one.

To calculate triangular metrics, we use \(\mathrm{CPD}=1, \mathrm{CAID}=\) 0.667 and CRITall \(=0\). These values are relatively small and so it is concluded that the StockQuoter system is a simple application. For dynamic metrics, we simulate the activity of components for each given time (from tl to t 10 in seconds) as described in table 1 . The table shows that at \(\mathrm{tl}, \mathrm{SD}\) and SB 2 are active components and at t 2 , all the components are active and the rest exercise the same idea.

We cannot show a number of cycle metric in this example, since there is no actual cycle in the graph representation. But for active component metrics, we can see that at t 7 , t 8 and t 9 , only one component is active, two components are active at \(\mathrm{t} 1, \mathrm{t} 3, \mathrm{t} 4, \mathrm{t} 5\) and t 10 and three components are active at t 2 and t 6 .

The following are the metrics for active components.
- Average Number of Active Component

ANAC \(=(2+3+2+2+2+3+1+1+1+2) / 10=1.9\)
- Active Component Density
\(A C D_{t 7}=A C D_{t 8}=A C D_{t 9}=1 / 3\)
\(A C D_{t 1}=A C D_{t 3}=A C D_{t 4}=A C D_{t 5}=A C D_{t 10}=2 / 3\)
\(A C D_{t 2}=A C D_{t 6}=3 / 3=1\)
- Average Active Component Density
\(\mathrm{AACD}=(3 * 1 / 3+5 * 2 / 3+2 * 1) / 10=0.633\)
Peak number of Active Component
The maximum number of active component are at t 2 and t 6 and thus: \(\mathrm{PNAC}_{\Delta \mathrm{t}}=3\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \(\mathbf{t} 1\) & \(\mathbf{t 2}\) & \(\mathbf{t 3}\) & \(\mathbf{t 4}\) & \(\mathbf{t 5}\) & \(\mathbf{t 6}\) & \(\mathbf{t 7}\) & \(\mathbf{t 8}\) & \(\mathbf{t 9}\) & \(\mathbf{t 1 0}\) \\
\hline SD & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
\hline SB1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
\hline SB2 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
\hline
\end{tabular}

Note: \(\mathbf{1}=\) component is active, \(0=\) component is inactive
Table 1 Simulation of active component for 10 secs .

\section*{5. Metrics Evaluation Criteria}

Weyuker has proposed an axiomatic framework for evaluating complexity measures [29]. The properties is not without critique as these have been discussed in [12] and [14]. The properties, however, have been used to validate the C-K metrics by Chidamber \& Kemerer[7] and, as a consequence, we will employ the same framework for compatibility's sake. Table 2 shows the properties which are the modified definitions as provided by [12]; the original definitions are available at [29].
```

<componentassembly id = "StockQuoterSystem">
    ..
    connections>
<connectinterface>
    <usesport>
    <usesidentifier>GetQuoterInfo</usesidentifier>
    <componentinstantiationref idref="StockBroker1" />
    </usesport>
    <providesport>
        <providesidentifier>QuoterInfo</providesidentifier>
        <componentinstantiationref
        idref="StockDistributor" />
    </providesport>
    </connectinterface>
    <connectinterface>
        <usesport>
            <usesidentifier>GetQuoterInfo</usesidentifier>
            <componentinstantiationref idref="StockBroker2"/>
        </usesport>
        <providesport>
            <providesidentifier>QuoterInfo
            </providesidentifier>
            <componentinstantiationref
                idref="StockDistributor" />
        </providesport>
    </connectinterface>
    <connectevent>
        <consumesport>
    sesport>
```
```
    <consumesidentifier>
```
    <consumesidentifier>
            Notifier-in</con
            Notifier-in</con
            Notifier-in</consumesidentifier >
            Notifier-in</consumesidentifier >
```
            <componentinstantiationref
```
            <componentinstantiationref
            idref="StockBroker1" />
            idref="StockBroker1" />
    </consumeport>
    </consumeport>
    <publishesport>
    <publishesport>
    <publishesidentifier>
    <publishesidentifier>
        Notifier-out</publishesidentifier>
        Notifier-out</publishesidentifier>
            ponentinstantiationre
            ponentinstantiationre
            componen="stoclodistribut
            componen="stoclodistribut
            idref="StockDistributor" />
            idref="StockDistributor" />
    </publishesport>
    </publishesport>
</connectevent>
</connectevent>
<connectevent>
<connectevent>
    nnectevent>
    nnectevent>
    consumesport>
    consumesport>
        sconsumesidentifier>
        sconsumesidentifier>
            Notifier-in</consumesidentifier>
            Notifier-in</consumesidentifier>
            <componentinstantiationref
            <componentinstantiationref
                idref="StockBroker2"/>
                idref="StockBroker2"/>
    </consumeport>
    </consumeport>
    <publishesport>
    <publishesport>
            <publishesidentifier>
            <publishesidentifier>
                Notifier-out</publishesidentifier>
                Notifier-out</publishesidentifier>
            <componentinstantiationref
            <componentinstantiationref
                idref="StockDistributor" />
                idref="StockDistributor" />
    </publishesport>
    </publishesport>
    </connectevent>
    </connectevent>
</connections>
</connections>
</componentassembly>
```
</componentassembly>
```

Fig. 7 XML description for StockQuoter System

The properties are:
Property 1: There are programs P and Q for which $\mathrm{M}(\mathrm{P}) \neq$ $\mathrm{M}(\mathrm{Q})$
Property 2: If c is non-negative number, then there are only finitely many programs P for which $\mathrm{M}(\mathrm{P})=\mathrm{c}$
Property 3: There are distinct programs $P$ and $Q$ for which $\mathbf{M}(\mathbf{P})=\mathbf{M}(Q)$
Property 4: There are functionality equivalent programs $P$ and Q for which $\mathrm{M}(\mathrm{P}) \neq \mathrm{M}(\mathrm{Q})$
Property 5: For any program bodies $P$ and $Q$, we have $M(P)$ $\leq \mathrm{M}(\mathrm{P} ; \mathrm{Q})$ and $\mathrm{M}(\mathrm{Q}) \leq \mathrm{M}(\mathrm{P} ; \mathrm{Q})$
Property 6: There exist program bodies $\mathrm{P}, \mathrm{Q}$ and R such that $\mathrm{M}(\mathrm{P})=\mathrm{M}(\mathrm{Q})$ and $\mathrm{M}(\mathrm{P} ; \mathrm{R}) \neq \mathrm{M}(\mathrm{Q} ; \mathrm{R})$
Property 7: There are program bodies $P$ and $Q$ such that $Q$ is formed by permutting the order of statements of P and $\mathrm{M}(\mathrm{P})$ $\neq \mathrm{M}(\mathrm{Q})$
Property 8: If $P$ is a renaming of $Q$, then $M(P)=M(Q)$
Property 9: There exist program bodies P and Q such that $\mathrm{M}(\mathrm{P})+\mathrm{M}(\mathrm{Q})<\mathrm{M}(\mathrm{P} ; \mathrm{Q})$
Property 1: There are programs $P$ and $Q$ for which $M(P)$ $\neq \mathbf{M}(Q)$

- An integrated component comprises various components having different constituents. As a consequence, the CPD metric satisfies property 1.
- For Interaction Density Metrics (IDM), different configurations with integrated components yield different values, so they satisfies this property.
- For the Criticality Metrics (CM), different components can have different value of criticalities, so they satisfy property 1.
- The triangular metric (TM) uses $C P D, C A I D$ and critical metrics, which satisfy property 1 and the triangular
metric value will be different for each component assembly and/or application type, so property 1 is satisfied.
- During run time of different applications, we can always find a different number of cycles, so the Number of Cycle metric (NC) satisfies property 1
- For any executions of different component assemblies, we can always find a different number of active components at a time. Therefor0e all Active Component (AC) metrics satisfy property 1 .
Property 2: If c is non-negative number, then there are only finitely many programs $P$ for which $M(P)=c$
- For every application, there are a finite number of components with a finite number of constituents, so this property is met by the $C P D$ metric.
- There are a finite number of interactions within a component, therefore $C I D$ satisfies property 2 . The same logic goes for the CIID, COID and CAID metrics also.
- Every component has its own criticality. With a given criticality number, there is only a finite number of components, thus property 2 is satisfied.
- The TM satisfies property 2 , as there are only a finite number of components in component assembly.
- The same NC value can be found from different executions of different component assembly. Therefore property 2 is satisfied.
- We can always find different applications with the same AC metrics value, thus property 2 is satisfied.
Property 3: There are distinct programs $P$ and $Q$ for which $M(P)=M(Q)$
- There is always possible to create a minimum of two combinations of components with their constituents and the metric value of $C P D$ is the same. Therefore $C P D$ metric satisfies this property.
- For IDM metrics, we can configure different interactions in more than one component that results in the same value, thus satisfying property 3 .
- In integrated components, we can always find configuration of components, which have the same CM value and therefore property 3 is satisfied.
- Along the same logic as above, property 3 is satisfied by TM.
- Different component assembly can yield the same measurement for the NC and AC metrics. Therefore property 3 is satisfied by both metrics.
Property 4: There are functionality equivalent programs $P$ and $Q$ for which $M(P) \neq M(Q)$
- If there are two integrated components, which perform the same functions, this does not imply that the CPD metric value will be the same. The same function can be built by different components and with different constituents. So the CPD metric satisfies this property.
- By the same logic, IDM also satisfies property 4.
- This property is satisfied by CM, since the same functionality with different implementation can have different criticality.
- The same function of component assembly can be built using different components. Thus the TM and all dynamic metrics (NC and AC) also satisfy property 4.
Property 5: For any program bodies $P$ and $Q$, we have $\mathbf{M}(\mathbf{P}) \leq \mathbf{M}(\mathbf{P} ; \mathbf{Q})$ and $\mathbf{M}(\mathbf{Q}) \leq \mathbf{M}(\mathbf{P} ; \mathbf{Q})$
- Let $X$ is a component assembly and $Y$ is a combination of X with other components.
- CPD value of X is no more complex than CPD value of Y. Therefore CPD metric satisfies property 5 .
- For IDM, Y will present more interaction than X. So IDM metrics satisfy property 5 .
- Combination of components yield higher criticality for $Y$ than X . Thus property 5 is satisfied by CM.
- It is implied that TM satisfies property 5 , since property 5 is satisfied by CPD, IDM and CM.
- Execution of Y yields more cycles than X and more active component involved. Therefore NC and AC satisfy property 5.
Property 6: There exist program bodies $P, Q$ and $R$ such that $M(P)=M(Q)$ and $M(P ; R) \neq M(Q ; R)$
- Let the component assemblies $\mathrm{P}, \mathrm{Q}$ and R have respective CPD values of $\mathrm{a} / \mathrm{b}, \mathrm{c} / \mathrm{d}$ and $\mathrm{e} / \mathrm{f}$, where $\mathrm{a}, \mathrm{c} \&$ e represent the number of constituents and $b, d \& f$ represent the number of components respectively. If the measurement on $P$ is equal to $Q$, then $\mathrm{ad}=\mathrm{bc}$. Integration of $(P ; R)$ and $(\mathrm{Q} ; \mathrm{R})$ yields $(\mathrm{a}+\mathrm{e}) /(\mathrm{b}+\mathrm{f})$ and $(\mathrm{c}+\mathrm{e}) /(\mathrm{d}+\mathrm{f})$, respectively. By working through the equation, we can conclude that ( $\mathrm{P} ; \mathrm{R}$ ) and $(Q ; R)$ will not have the same value, except when $a=$ $\mathrm{b}=\mathrm{c}=\mathrm{d}=\mathrm{e}=\mathrm{f}=1$. This means that more than one
component exists in an integration component and more than one constituent in a component. Therefore property 6 is satisfied.
- Using the above logic, one can note that the IDM satisfy property 6.
- Adding more components always gives more criticality values. Therefore property 6 is satisfied by CM.
- It is implied that TM satisfies property 5 , since property 5 is satisfied by CPD, IDM and CM.
- Adding more components creates more cycles and more active component at run-time. Dynamic metrics (NC \& AC) satisfy property 6 .
Property 7: There are program bodies $P$ and $Q$ such that $Q$ is formed by permutting the order of statements of $P$ and $M(P) \neq M(Q)$

Permutation on component assembly does not affect on the metric values statically and dynamically. Therefore all proposed metrics satisfy property 7 .

## Property 8: If $P$ is a renaming of $Q$, then $M(P)=M(Q)$

Renaming the components does not affect on all the metrics proposed, since the measurement only concerns the number of components and their constituents and the number of interactions. So all proposed metrics satisfy property 8.
Property 9: There exist program bodies $P$ and $Q$ such that $\mathbf{M}(\mathbf{P})+\mathbf{M}(\mathbf{Q})<\mathbf{M}(\mathbf{P} ; \mathbf{Q})$

- If we have two component assemblies having xl constituents and yl components and another configuration with x 2 constituents and yl components, then we can compute $\mathrm{CPD} 1=\mathrm{x} 1 / \mathrm{y} 1$ and $\mathrm{CPD} 2=\mathrm{x} 2 / \mathrm{y} 2$ and we can integrate both configurations. The resultant CPD3 $=(\mathrm{x} 1+\mathrm{x} 2) /(\mathrm{y} 1+\mathrm{y} 2)$. The value of $C P D 1+C P D 2$ will always be lesser than CPD3. Therefore property 9 is not satisfied.
- The same logic can be used for $I D M$ metrics, thus they do not satisfy property 9 .
- For CM, combination of the metrics will always add more links, bridges, size and possibly inheritance also, so the resultant value will be always higher. Therefore CM satisfies property 9 .
- For TM, let two different component assemblies P and Q , have triangular metrics of ( $\mathrm{x} 1, \mathrm{y} 1, \mathrm{z} 1$ ) and ( $\mathrm{x} 2, \mathrm{y} 2, \mathrm{z} 2$ ) respectively. Combining P and Q into one component assembly with ( $\mathrm{x} 3, \mathrm{y} 3, \mathrm{z} 3$ ) as its metrics value, we cannot always have $\mathrm{x} 1+\mathrm{x} 2<\mathrm{x} 3, \mathrm{y} 1+\mathrm{y} 2<\mathrm{y} 3$ or $\mathrm{z} 1+\mathrm{z} 2<\mathrm{z} 3$. Therefore triangular metrics does not satisfy property 9 .
- Let P and Q be two different component assemblies with certain number of circles. Combining P and Q into one component assembly does not always increase the number of circle possible. Therefore property 9 is not satisfied by NC metric.
- The above logic holds good for active component metrics also. Combination of component assemblies will increase the number of active components and therefore AC metrics satisfy property 9 .


## 6. Discussion

We summarize the results of the paper through table 2. All proposed metrics satisfy property 1-6 and 8 , but fail to satisfy property 7 . Property 9 is only satisfied by Criticality and Active Component metrics.

Property 7 requires that permutation should affect the value of complexity. But in component integration, component ordering is not significant and therefore, this issue is not highly relevant.

|  | Property |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Metrics | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| CPD | Y | Y | Y | Y | Y | Y | N | Y | N |
| IDM | Y | Y | Y | Y | Y | Y | N | Y | N |
| CM | Y | Y | Y | Y | Y | Y | N | Y | Y |
| TM | Y | Y | Y | Y | Y | Y | N | Y | N |
| NC | Y | Y | Y | Y | Y | Y | N | Y | N |
| ANAC | Y | Y | Y | Y | Y | Y | N | Y | Y |
| ACD | Y | Y | Y | Y | Y | Y | N | Y | Y |
| AACD | Y | Y | Y | Y | Y | Y | N | Y | Y |
| PNAC | Y | Y | Y | Y | Y | Y | N | Y | Y |
| Table 2: Summary of metric properties |  |  |  |  |  |  |  |  |  |

Property 9 is not satisfied for CPD, interaction density and triangular metrics. Chidamber and Kermerer metrics [8] do not satisfy property 9 either and they suspect that this property is not suitable at the design level. We believe that for the same reason CPD, CID, CIID, COID and AID metrics do not satisfy property 9 . In fact our metrics can be used both at the design level and at the implementation level. For the number of cycle metric, property 9 requires increase measurement value if we combine two component assemblies. But this metric relates on the behavior within each assemblies, which not always affected if combined. Finding a new super-component with NC metrics has close relation with design. So this conclusion is still coherent with [8].

## 7. Conclusions

This paper proposes a set of static and dynamic metrics. The static metrics should help developer in reasoning how complex a system is and locating critical areas in a component assembly. The dynamic metrics help identifying new super-components, and high extent of use of particular components.

The metrics suite can also be incorporated in a CASE (Computer Aided Software Engineering) tool. Object Constraint Language [30] can be embedded on the component model as an added constraint to system building. Adding the constraint in the proposed metrics could yield another method of measuring CBSE software development. Component relationship can also be visualised using information that is used to extract the metrics.

We believe that our metrics is based on measurement theory and have been validated using Weyuker's properties. Most metrics fulfill the Weyuker's property criteria, while a few do not. We intend to gather field data for validating the metrics empirically. A further study of complexity and
criticality on software component metric would help provide a basis for significant future progress in this area.
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#### Abstract

In today's knowledge-based society, IT outsourcing has been used increasingly in many enterprises as a policy instrument for changing the way publicly funded services are provided. Full IT outsourcing strategy is an extreme one, there are many arguments for it, and selective IT outsourcing strategy often results in greater flexibility and better services. So, identifying IT object prioritization is very important to IT outsourcing. But, now most of researchers paid too much attention the decision of Application Service Provider (ASP) selection. Therefore, this paper proposes a decision model, which uses the fuzzy gray matter-element space theory (FHW) method, to help enterprises prioritizing the IT outsourcing objects. By this decision model, enterprises can make decision about selective IT outsourcing. At last, the paper gives an example as the illustration to show the practicability of the model.


## I. INTRODUCTION

In today's knowledge-based society, the use of Information Technology (IT) has the potential to the major driver of enterprises' economic wealth. But, as IT applications increase in sophistication and complexity, enterprises need a lot of resources and effort for maintenance and repair of IT application. According to the research, in a number of enterprises, about $70 \%$ of IT investment has been spent on maintenance. Enterprises only can grow by creating values using their core competitive power and they want to concentrate their resources on core competitive power rather than IT maintenance and management, so IT outsourcing has been used increasingly in many enterprises as a policy instrument for changing the way publicly funded services are provided.

Generically outsourcing can be defined as "the transfer of previously in-house activities to a third party" [1]. Apply to IT, IT outsourcing can be defined as "the significant contribution by external vendors in the physical and/or human resources associated with the entire or specific components of the IT infrastructure in the user organization" [2]. IT outsourcing can be considered a significant administrative innovation where there is a significant shift in the mode of governance, significant change in the internal processes of user enterprises, and significant change in the corporate routines used to deal with the external environment.

The terminology of IT outsourcing was perhaps first used in 1989 when Eastman Kodak made the decision to make total outsourcing agreements with three large IS external providers [3]. Industrial analysts predicted that
the global market for IT outsourcing would grow from $\$ 86$ billion in 1996 to more than $\$ 137$ billion in 2001 [4]. In addition, on conservative estimates, IT outsourcing may well represent, on average, $30-35 \%$ of IT budgets by 2002. Also, the outsourcing market has been predicted to grow to over $\$ 120$ billion by the year 2002 and even $\$ 150$ billion by 2004 [5].

The IT outsourcing framework consists of four major elements (see Fig.1): IT outsourcing subject, IT outsourcing object, IT outsourcing partner, and IT outsourcing decision. IT Outsourcing subject is the economic institution which plans to outsource (or not) its IT applications. The subject has to make the strategic outsourcing decision. IT Outsourcing objects are IT processes or IT process results which might be outsourced. From an industrial perspective, the IT outsourcing object is closely linked with the degree of enterprise information, including hardware, software, applications, networks, and business services etc. Outsourcing partners are all possible suppliers for the IT activities considered for outsourcing. This supplier not only could be an external vendor, but also be an in-house supplier, e.g. an independent business unit within a group of enterprises. Outsourcing decision is a process how to decide what objects to be outsource to what suppliers.

According to the scale of IT outsourcing objects, IT outsourcing has two distinguished forms, namely: full IT outsourcing and selective IT outsourcing.


Fig. 1 IT outsourcing Framework
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In full IT outsourcing, all of the IT applications are outsourced to the Vendor. This is an extreme outsourcing strategy because the entire department information services duties are assigned to the outsourcing partner as in the case of Eastman Kodak. This, according to Pearlson, happens when an enterprise does not see "IT as a strategic advantage" that should be developed internally. Arguments for full outsourcing usually involve the allocation of organizational resources to areas that can add greater value to the enterprise's value chain or reduce cost per transaction due to economies of scale [6]. However, in selective outsourcing, only a range of services is selectively outsourced or contracted to a third party. It often results in greater flexibility and better services. So selective IT outsourcing should be considered as the first policy when one enterprise wants to outsource its IT applications.

Decision of selective IT outsourcing has two components: Application Service Provider (ASP) selection and IT objects selection. Up to now, most of literatures about IT outsourcing decision focus on the decision of ASP selection, such as analyzing the client-supplier relationship, its characteristics, its partnership quality, and the impact of these factors on outsourcing success. In contrast, few of literatures pay attention to the problem of IT objects selection.

So, our study focuses on the latter problem. This paper firstly analyzes those variables that will influence the benefits of IT outsourcing objects and then proposes a decision model of IT outsourcing prioritization, which is based on the fuzzy gray matter-element space theory (FHW) [7]. This decision model will help enterprise prioritize IT objects and decide what should be outsourced.

## II. THE INDEX SYSTEM OF IT OUTSOURCING OBJECT PRIORITIZATION

Before we construct the FHW model, it is important for us to look for the factors that will influence the benefits of IT outsourcing objects. In the evaluating IT outsourcing object consideration, it means to find out those factors that affect the benefits of the enterprise. Several factors were used before, such as transaction cost economics, and strategy or commodity etc. Different enterprises should have different considerations. Enterprises should include all factors which can affect enterprises benefit and potential risk as possible as they can. A careful examination of those factors mentioned above concludes that five dimensions or factors, operation, management, technology, economics and risk, should be employed [8]. According to the five factors, following comprehensiveness, dominant and feasibility principle, the index system of IT outsourcing object prioritization is presented, as shown in Fig.2.

For operation, enterprises need to optimize their business progress and improve the productivity. The enterprises can make strategic alliance with vendors to make up the shortage of resources or technology, develop
new products, accelerate the time of product to market and widen the selling market. In addition other operational considerations also include: supplying the high reliability and excellent performance of IT and high quality customer service level


For management, the problems that have to be dealt with include: insufficient performance of IT department, the floating and scarcity of employee, etc. Outsourcing can improve the performance of IT department, and enhance morale and reengineering the enterprise, so it has been regarded as an effective means of management by the high management level.

For technology, the fastest and most effective way to get the newest technologyof IT is to outsource. In-house
workers can learn new technology of hardware management or software management and development from the vendor. But, enterprises have to take the superiority, practicability and security of IT objects into account.

For economics, the major consideration of a enterprise is to reduce the development and maintenance costs of IT applications. Another consideration of economics is financial flexibility. Because of outsourcing the facilities and employee would be transferred to the vendor side, which transform fixed costs into variable costs, resulting in increasing financial flexibility.

For risk, when the investment of IT outsourcing object is more, the scale is greater and the relationship with the management is more closely, the risk of the object is much greater. From the outsourcing object angle, the major consideration of IT outsourcing risk is including: the security of core data, maturity of the technology and the scale of investment.

The weight of each index is computed by the analytic hierarchy process (AHP) method [9]. Because AHP is a well-known method and is used widely, this paper will leave out the detail of the compute process of AHP and present directly the weight of index.

## III. FHW DECISION MODEL

Because the decision of IT outsourcing prioritization involves five factors and each factor also has some different attributes, which consist of qualitative indices and quantitative ones, the decision model has to be a multicriteria analysis model. In this paper, the model is based on the fuzzy gray matter-element space theory (FHW), in that FHW is a theoretical method which is about science decision supporting to solve the problems of making decision and forecasting in the large complex systems. Based on Delphi method, it combines the BS and K.J methods together and synthesizes several theories including fuzzy mathematics, gray system and matter-element analysis. FHW adequately considers the subjective and objective evaluation and combines the qualitative and quantitative methods together.

The stepwise procedure of holding the FHW decision model as follows:

Step1: Establish the main index system and accessorial index system.

Enterprises can use the index system of IT outsourcing object prioritization, shown in Fig.2, as the main index system, and also can increase or decrease these indices that are suitable for themselves. The accessorial index system consists of these indices which are the most important indices in the main index system. The accessorial index is used to reflect on relationship of the advantage and disadvantage of objects between that at the present and that in future.

Step2: Select experts and assign weights to each expert.

Because FHW is expert decision method, the selection of experts has great affection on the veracity of

IT outsourcing prioritization. So these experts should include economist, management experts, IT experts, and so on. And if the capability of experts was taken account, the weight should be assigned to each expert. AHP also can be used to assign expert's weight.

Step3: Evaluating each IT outsourcing object by questionnaires.

The questionnaire consisted of some categories with the main and accessorial index system and is designed by fuzzy and gray theory. Ten possible responses are provided and an absolute measurement with rank from 1 to 10 is used to score the degree of response. The survey questionnaires are distributed to each expert, and expert marks to each content in the questionnaire. So, the original expert estimation of each outsourcing object is gained:

$$
\begin{align*}
& \left(u_{1}, u_{2}, \ldots, u_{n}\right),\left\{\left(p_{1}, a_{1}\right) \ldots,\left(p_{m}, a_{m}\right)\right\} \\
& \left\{\left(q_{1}, b_{1}\right), \ldots,\left(q_{m}, b_{m}\right)\right\} . \tag{1}
\end{align*}
$$

And,
$n$ : the number of main indices;
$m$ : the number of accessorial indices;
$u_{i}$ : fuzzy evaluation of the $i$ th main index ;
$\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ : Fuzzy evaluation vectors;
( $p_{i}, a_{i}$ ) is a gray matter-element. $p_{i}$ : the present advantage of the $i$ th accessorial index; and $a_{i}$ : the future advantage of the $i$ th accessorial index;

Same as $\left(q_{i}, b_{i}\right) . q_{i}$ : the present disadvantage of the $i$ th accessorial index; and $b_{i}$ : the future disadvantage of the $i$ th accessorial index;

Then, amend the original value by the weights of experts and get the final experts estimation:

$$
\left(M_{l}, M_{2}, \ldots, M_{n}\right),\left\{\left(P_{l}, A_{l}\right), \ldots,\left(P_{m}, A_{m}\right)\right\}
$$

$$
\begin{equation*}
\left\{\left(Q_{1}, B_{1}\right), \ldots,\left(Q_{m}, B_{m}\right)\right\} \tag{2}
\end{equation*}
$$

Step4: Analyze the final expert estimation, and compute four overall evaluation values.

$$
\begin{equation*}
M=\sum_{\mathrm{i}=1}^{\mathrm{m}} M_{\mathrm{i}} w_{\mathrm{i}} \tag{3}
\end{equation*}
$$

M: Total score; $w_{i}$ : the weight of the $i$ th main index.

$$
\begin{equation*}
C=\sum_{\mathrm{i}=1}^{\mathrm{m}} P_{\mathrm{i}} v_{\mathrm{i}} / \sum_{\mathrm{i}=1}^{\mathrm{m}} Q_{\mathrm{i}} v_{\mathrm{i}} \tag{4}
\end{equation*}
$$

$C$ : White ratio of advantage to disadvantage. $C$ implies the radio of current advantage and current disadvantage of IT outsourcing objects, and if $C$ were less than 1, this white ratio value would not be considered.

$$
\begin{equation*}
D=\sum_{\mathrm{i}=1}^{\mathrm{m}} A_{\mathrm{i}} v_{\mathrm{i}} / \sum_{\mathrm{i}=1}^{\mathrm{m}} B_{\mathrm{i}} v_{\mathrm{i}} \tag{5}
\end{equation*}
$$

$D$ : Gray ratio of advantage to disadvantage. $D$ implies the radio of future advantage and future disadvantage of IT outsourcing objects, and if $D$ were less than 1 , this white ratio value would also not be considered.

$$
\begin{equation*}
N=\left(N^{\prime}+N^{2}\right) / 2 \tag{6}
\end{equation*}
$$

$N^{\prime}=1-\left|0.5+\frac{1}{2}\left(\sum_{\mathrm{i}=1}^{\mathrm{m}} P_{\mathrm{i}} v_{\mathrm{i}}-\sum_{\mathrm{i}=1}^{\mathrm{m}} A_{\mathrm{i}} v_{\mathrm{i}}\right) /\left(\sum_{\mathrm{i}=1}^{\mathrm{m}} P_{\mathrm{i}} v_{\mathrm{i}}+\sum_{\mathrm{i}=1}^{\mathrm{m}} A_{\mathrm{i}} v_{\mathrm{i}}\right)\right|$
$N^{2}=1-\left|0.5+\frac{1}{2}\left(\sum_{\mathrm{i}=1}^{\mathrm{m}} Q_{\mathrm{i}} v_{\mathrm{i}}-\sum_{\mathrm{i}=1}^{\mathrm{m}} B_{\mathrm{i}} v_{\mathrm{i}}\right) /\left(\sum_{\mathrm{i}=1}^{\mathrm{m}} Q_{\mathrm{i}} v_{\mathrm{i}}+\sum_{\mathrm{i}=1}^{\mathrm{m}} B_{\mathrm{i}} v_{\mathrm{i}}\right)\right|$
$N$ : Total Gray Degree. $N$ implies the uncertainty degree of the evaluation result and the incomplete degree of information. $N$ value is greater, and the risk of outsourcing is greater.

Step5: Prioritizing IT outsourcing object and make IT outsourcing decision.

According to these overall evaluation values computed above, rank the IT outsourcing objects in descending. And, the object in the front of sequence has higher priority and which should be outsourced firstly.

## IV. CASE STUDY

In an enterprise, there are three IT objects, namely: A, B, C. Because of the insufficiency of funds, it is impossible to outsourcing all of them together. So, FHW decision model can be used to prioritize these three IT objects and confirm the best selective decision.

In this case, the main index system (Fig.3) is made up of all indices as shown in Fig.2, and the weights are same.

$\left\{\right.$| 1 | Degree of optimize the business progress | $w_{1}(0.09)$ |
| :--- | :--- | :--- |
| 2 | Degree of developing new product | $w_{2}(0.06)$ |
| 3 | Degree of widening selling market | $w_{3}(0.045)$ |
| 4 | Degree of improvecustomer service | $w_{4}(0.105)$ |
| 5 | Degree of improving managementlevel | $w_{5}(0.09)$ |
| 6 | IT human resource saving | $w_{6}(0.06)$ |
| 7 | Superiority of technology | $w_{7}(0.06)$ |
| 8 | Learningnew technology | $w_{8}(0.18)$ |
| 9 | IT managementcost saving | $w_{9}(0.1)$ |
| 10 Fix cost saving | $w_{10}(0.06)$ |  |
| 11 Financialflexibility | $w_{11}(0.04)$ |  |
| 12 Security of core data | $w_{12}(0.08)$ |  |
| 13 Maturity of technology | $w_{13}(0.06)$ |  |
| 14 Scale of object investment | $w_{14}(0.04)$ |  |
| Fig. 3 The main index system |  |  |

The accessorial index system consists of six indices which weights are the greatest in the main index system. Amend the weights of accessorial indices based on their original weights. So, the accessorial index systems are shown in Fig.4.
$\left\{\begin{array}{lll}1 & \text { Degree of optimize the business progress } & v_{1}(0.17) \\ 2 \text { Degree of improvecustomerservice } & v_{2}(0.19) \\ 3 & \text { Degree of improving managementlevel } & v_{3}(0.17) \\ 4 \text { Learningnew technology } & v_{4}(0.18) \\ 5 \text { IT managementcost saving } & v_{5}(0.14) \\ 6 \text { Security of core data } & v_{6}(0.15)\end{array}\right.$

Fig. 4 The accessorial index system
The survey questionnaires are distributed to 20 experts, which consists of economist, management experts, IT experts etc. In the case, we suppose the weight of each expert is same, so we can respectively obtain the expert estimation of main indices in Table I. The evaluation of accessorial indices includes: advantage evaluation and disadvantage evaluation, as shown in Table II and Table III, what consider the difference which result from the change between the benefits and loss of indices in current and those in future.

TABLE I
EXPERT ESTIMATION OF MAIN INDICES

| Main IT objects | A | B | C |
| :---: | :---: | :---: | :---: |
| 1 Degree of optimize the business progress (10) | 7.3 | 8.01 | 8.86 |
| 2 Degree of developing new products (10) | 6.01 | 7.76 | 6.79 |
| 3 Degree of widening selling market (10) | 7.37 | 6.64 | 6.07 |
| 4 Degree of improving customer service (10) | 6.8 | 7.2 | 7.45 |
| 5 Degree of improving management level (10) | 7.4 | 6.04 | 6.63 |
| 6 IT human resource saving (10) | 8.1 | 7.7 | 8 |
| 7 Superiority of technology (10) | 7.2 | 7.5 | 7.9 |
| 8 Leaning new technology (10) | 6.87 | 6.51 | 6.44 |
| 9 IT management cost saving (10) | 7.27 | 7.85 | 7.1 |
| 10 Fix cost saving (10) | 7.3 | 7.55 | 8.01 |
| 11 Financial flexibility (10) | 6.8 | 7.5 | 7.07 |
| 12 Security of core data (10) | 7.91 | 7.51 | 7.13 |
| 13 Maturity of technology (10) | 7.16 | 7.43 | 7.45 |
| 14 the scale of object investment (10) | 7.05 | 7.2 | 7.52 |

TABLE II

| IT objects <br> Accessorial indices | A |  | B |  | C |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | current | future | current | future | current | future |
| 1 Degree of optimize business progress (10) | 7.19 | 7.12 | 7.9 | 8.35 | 8.8 | 9.01 |
| 2 Degree of improving customer service (10) | 6.6 | 6.9 | 7.2 | 7.25 | 7.4 | 7.5 |
| 3 Degree of improving management level (10) | 7.4 | 7.34 | 6.05 | 6.5 | 6.6 | 6.8 |
| 4 Leaning new technology (10) | 7.1 | 7.2 | 7.55 | 7.25 | 7.95 | 7.7 |
| 5 IT management cost saving (10) | 7.3 | 7 | 7.7 | 7.2 | 8.1 | 7.6 |
| 6 Security of core data (10) | 8.09 | 7.98 | 7.62 | 7.43 | 7.22 | 6.8 |

TABLE III
DISADVANTAGE EVALUATION OF ACCESSORIAL INDICES

| Accessorial indices | A |  | B |  | C |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | current | future | current | future | current | future |
| 1 Degree of optimize business progress (10) | 5.18 | 5.02 | 5.5 | 5.3 | 5.6 | 5.75 |
| 2 Degree of improving customer service (10) | 4.8 | 4.6 | 5.41 | 5.06 | 5.33 | 5.04 |
| 3 Degree of improving management level (10) | 5.8 | 5.5 | 5.77 | 5.03 | 4.92 | 4.71 |
| 4 Leaning new technology (10) | 3.32 | 3.51 | 4.2 | 4.88 | 4.32 | 4.55 |
| 5 IT management cost saving (10) | 6.41 | 6.19 | 5.24 | 5.83 | 4.8 | 4.2 |
| 6 Security of core data (10) | 4.81 | 4.31 | 5.26 | 5.02 | 5.11 | 4.88 |

Furthermore, analyze the expert estimations and obtain overall evaluation values in Table IV.

> TABEL IV

OVERALL EVALUATION S OF MAIN AND ACCESSORIAL

| IT <br> objects | Total <br> score <br> (M) | White <br> Ratio <br> (C) | Gray <br> Ratio <br> (D) | Total Gray <br> Degree <br> (N) |
| :--- | :---: | :--- | :--- | :--- |
| A | 7.1812 | 1.4510 | 1.5065 | 0.4951 |
| B | 7.3089 | 1.4016 | 1.4190 | 0.4988 |
| C | 7.3969 | 1.5291 | 1.5555 | 0.4949 |

From Total score $M$, White Ratio $C$ and Gray Ratio $D$, the values of object C is all biggest. These imply the whole benefit of object C is greatest.

From Total Gary Degree $N$, the value of C is smallest. And this implies that the uncertain factors do less harm to the benefit of object C .

So, these three objects are ranked: $C>B>A$. Therefore, enterprise can make decision that C object is going to be outsourcing firstly.
V. CONCLUSION

Nowadays, with the prevalence of selective IT outsourcing, IT outsourcing prioritization has played more and more important role in enterprises information. The FHW decision model offers systematic steps and quantitative results to increase the precision of decision-making and help the enterprises make better IT outsourcing decisions.
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#### Abstract

In this paper, we propose a new technique to answer GIS queries quickly. The technique uses phone zones as main indexes to narrow down the search processes. In this paper, we build modest GIS software system to handle different GIS queries efficiently. Using our new software, many benefits can be gained including search efficiency, simple interface, displaying spatial relationships, showing sales and service territories.
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1 INTRODUCTION

Geographic Information Systems (GIS) is a relatively new branch of information technology and the term GIS did not appear until the early 1960s [1]. GIS is a computer-based technology and methodology for collecting, managing, analyzing, modeling, and presenting geographic data for a wide range of applications [1]. GIS have often been used to identify suitable areas for land developments [2]. GIS can benefit many application areas such as real estate, health care, education, environment, petroleum industry, transportation public safety and public/private services.

GIS databases cover all conventional sources such as maps, census data, as well as recent high technology sources such as remote senses, Global Positions Systems (GPS) and Internet. These sources are housed in and managed via database management systems (DBMSs).

However, GIS has very limited capabilities for integrating geographical information with the decision maker's values and preferences and hence of limited use for decision support mechanisms [3]. In fact, the majority of today's DBMSs are either incapable of managing spatial data or are not user-friendly [4].

In this paper, we present a GIS software, equipped with efficient search techniques and simple interface. We use of phone zones (territories) as a main index to narrow down the search in order to efficiently answer different queries. Phone numbers themselves are served as sub-indexes.

## 2 RELATED WORK

There exist many on-line software systems. One of the earliest of these system is the yellow pages project [5] of Australia. The project searches Australian business directory with over 1.7 million business listings. Yellow pages can be searched to find out about businesses. So, phone and fax numbers, addresses, products and services can be shown. The system provides searches using three types of search; search by type of business or business name, or map based search and browse for a business.

Another work is the ATM finder of VISA corporation software system [6]. The system allows the user to enter the address or intersection anywhere in the United States, and it will then return a map showing the location of the three nearest ATM machines that accept VISA cards, plus information about those ATMs.

Yahoo maps [7] are also available for directing users within the United States and Canada territories.

## 3 THE PROPOSED TECHNIQUE

Imagine searching for a house location to deliver certain service to it, Pizza, for example, and the only information you have to locate that house is its telephone number. This is exactly what happens when you order a pizza; they ask for your telephone number. In this article, we develop a GIS software that can help in locating places within the area of Amman, capital of Jordan, if the telephone number of a certain place is known.

Amman area is divided into seven sub areas; each has its own telephone zone territory. As shown in Figure 1, these sub areas are ABDALY, ASHRAFEYYEH, CENTRAL, NAZAL, SWAILEH, TLA EL-ALI and WADI ESSIER.


Figure 1 Amman area is divided into seven sub areas
Queries like: Where is the person calling for help located? What is the best route to reach her? are important queries in different service application areas such as emergency and Pizza-delivery serves. In this paper, we develop a software system to handle such and similar queries.

In addition, we are providing users with highspeed access to find locations. Once the telephone number is identified in the text-based directory (database), a map of the location is displayed. The display shows a red circle indicating the location plus an image for the surrounding streets, street names, and features in the immediate vicinity, just as if the user were looking in a street map directory.

We propose a tow-step algorithm to efficiently search for answers in the databases:

1. Filter step: In this step, we use phone zones (territories) as main index. The first two digits of a phone number represent a different zone buffer. By just entering the phone number for a location, the search starts at the series of phone numbers and this is done in step 2 below.
2. Refinement step: Here, the exact telephone number of each record in the database is examined. In this step, efficient indexing methods can be used to access data in a certain territory [8, 9]. A popular choice is the binary tree family of methods to index the data. Thus, for a small overhead, scanning the whole database can be avoided, and this is our first contribution in this paper which leads to more efficient analysis and faster decision making.
The results of combining the above two steps offer significant increase in efficiency over exhaustive methods when used to GIS data.

4 DATABASE MODELING REQUIREMENTS

Database systems are essential components of GIS. GISs are used to collect, analyzes, and presents information describing the physical and logical properties of the geographic real world problems. Geographic information system can store and analyze maps, weather data, and satellite images [10]. This force us to model the database carefully to get an efficient database system for geographic information system. There are four major functional units in the GIS:

- Database Model.
- Database Input.
- Database Manipulation.
- Result Presentation Facilities.
4.1 Database Model

A conceptual database model is a type of data abstraction that hides the details of data storage [11]. It uses logical concepts, which may be easier for most users to understand. It supports data input, manipulation and result presentation. Many GISs are organized as a collection of themes. Each theme represents the values of a unique attribute of the geographic space. A theme may independently partition, decompose, and fragment the continuous space for a particular value (or value range) of the attribute. The partitions and fragments of space within each theme are often stored within the database and can be treated as entities or objects. The database entity relationship model of the GIS for finding location using telephone zones is shown in Figure 2.


Figure 2 The ER Diagram of the GIS for finding location using telephone zones
4.2 Database Input

The database entity relationship model of the GIS for finding location using telephone zones provides the relationships to support the database collection process and states that raw data is refined into processed data, which is refined into interpreted data.
4.3 Database Manipulation Capabilities

Spatial relationships are added to the model to accommodate spatial operations in GIS. These relationships include topological relationships, direction relationships and metric relationships. These relationships serve as spatial predicates for queries in GIS. Directional relationships involve the location of the objects (examples are north of, south of, and north east of). Topological relationships involve the regions occupied by the objects (examples are adjacent to, inside, etc.).
4.4 Result Presentation Facilities

The database entity relationship model of the GIS for finding location using telephone zones proposes that visual representation be specified in the database to declaratively specify the essential properties of the customer location. Visual representation consists of primitives such as text, icons, graphs and geometries like points and lines. These
primitives are associated with a location and orientation inside a visual representation. In addition, visual constraints ensure the visual representation does not convey any information which is not present in the geographic data, and that the visual representation should convey all the information requested by the user. Visualization constraints on map road segments should remain connected in the visual representation and location that the distortion of the location of various objects should be maintained within acceptable ranges.

## 5 SOFTWARE DEMONSTRATION

As the software started, the user is asked to enter the telephone number and the area for which the telephone number belongs in highlighted (in a yellow color), as shown in Figure 3.


Figure 3 the telephone number and the area for which the telephone number belong is highlighted

Information about the location are then displayed, showing the name, address and other stored information, as shown in Figure 4.


Figure 4 Information about the location

When, clicking on the Map View button, the map of Amman is displayed, showing the targeted locating in red color, as shown in Figure 5.


Figure 5 targeted locating in Amman
Figure 6 shows the targeted location enlarged, surrounded by a red circle, showing the location and the streets, and other features around it.


Figure 6 the targeted locating enlarged
The software is equipped with an efficient search technology and simple interface. Efficiency comes from the fact that Amman area is divided into seven sub areas. Each sub has its own series of phones.

6 CONCLUSION AND FUTURE WORK
In this paper, we present new GIS software. The software algorithm works in two steps. In the first step, called filter step we use phone zones (territories) as main index. In the second, called refinement step, we perform exact search. The results of combining these two steps offer significant increase in efficiency over exhaustive and other methods when used with GIS data. Thus, large CPU time savings are obtained.

Using our new software, many benefits can be gained including search efficiency, simple interface, displaying spatial relationships, showing sales and service territories.

For future work, we propose to add other features to the software such as providing distance functions, calculating least-cost distances and shortest paths.
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#### Abstract

Many iterative search processes, or adaptive plans, that aim to find an optimal solution in a given problem domain, suggest that an optimal search process has an exponential character. Plans that consist of multiple strategies running in parallel, such as bandit searches, aim to demonstrate this pattern in probabilistic distributions of finding a best observed strategy amongst a number of alternatives. This paper introduces a hypothetical adaptive plan that consists of three strategies. One strategy guarantees a better result with each iteration, one has comparable results, and one guarantees worse results. The idea behind this approach is the suspicion that every adaptive plan can basically be mapped to these three base strategies, and that the exponential character of an optimal plan is a trait of its recurrent character.


## I. INTRODUCTION

An adaptive plan, active in a problem domain $P$, consisting of $\mathrm{n}+1$ variables $\left\{\mathrm{x}_{0}, \ldots, \mathrm{x}_{\mathrm{n}}\right\}$ usually develops a sequence of trials $\{\mathrm{B}(1), \ldots, \mathrm{B}(\mathrm{t})\}$, with $\mathrm{B}(\mathrm{i}) \subset \mathrm{P}, 1 \leq \mathrm{i} \leq \mathrm{t}[1]$.

This sequence aims to rank a subset of variables of P , in other words, to create pairs $\left\{x_{i}, r_{i}\right\}$, with $x_{i} \in P$ and $r_{i}$ a token that allows comparison between variables in $P$. In this paper a variable $x_{i} \in P$ will be considered 'better' than $x_{j} \in P$ if $r_{i}>r_{j}$, in other words if $\mathrm{x}_{\mathrm{i}}$ is ranked higher than $\mathrm{x}_{\mathrm{j}}$.

The goal of an adaptive plan is to find either the highest ranked variable(s) in P , or a sufficiently high-ranked one according to a certain external goal, such as a termination condition.

The sequence can be considered the result of a mix of strategies $\left\{\xi_{0}, \ldots, \xi_{\mathrm{k}}\right\}$, some of which aim to randomly test variables in P (variation), while others may try to focus on certain 'interesting' areas based on the outcome of previous trials (optimisation).

Most literature on these parallel running strategies, such as those based on bandit searches [1,2], consider some of these strategies superior to others, and the goal of an optimal adaptive plan therefore is to allow the superior strategies to get more time to run than the poor ones, or to allow the portion of variables in $\mathrm{B}(\mathrm{t})$ provided by successful strategies to grow with respect to the remainder $[1,2,3,5]$.

This paper introduces an hypothetical adaptive plan, consisting of three strategies of which one guarantees better results with each iteration step. This rule makes the adaptive plan inherently hypothetical, but it also provides an intuitive reason why the plan may be optimal; ideally this is what a search process should aim for.

The reason to take this approach is the idea that every adaptive plan can basically be decomposed into the three strategies, and that successful ones are those where the previous rule is predominant. This, of course depends on the characteristics of the problem domain and the implementation of the problem solver

The interesting question is, whether the hypothetical plan described above will have the exponential character that is attributed to an optimal search process.

## II. AN HYPOTHETICAL ADAPTIVE PLAN

Suppose a hypothetical adaptive plan that develops a sequence $\mathrm{B}(\mathrm{t})$ variables and has the following characteristics:

1. A subset of $b(t)$ variables in $B(t)$, with $b(t) \geq 0$, is always better than the previous selection $\mathrm{B}(\mathrm{t}-1)$
2. A subset of $c(t)$ variables in $B(t)$, with $c(t) \geq 0$, is worse than the previous selection $B(t-1)$
3. The remaining variables in $\mathrm{B}(\mathrm{t})$ are equal to those in $\{\mathrm{B}(0), \ldots, \mathrm{B}(\mathrm{t}-1)\}$

This set can be considered as belonging to three strategies $\left\{\xi^{+}, \xi^{\sim}, \xi^{-}\right\}$, one of which develops the subset of increasingly better variables, one that develops the increasingly poor variables $\left(\xi^{-}\right)$and a subset that remains equal $\left(\xi^{\sim}\right)$.
Suppose now that an optimal adaptive plan would be one where the observed best strategy $\xi^{+}$gets exponentially increasing trials with respect to the remainder [1]. One could also turn this criterion around: if the remaining strategies get an exponentially decreasing amount of trials with respect to the observed best, then the adaptive plan performs optimally, provided that the amount of variables in $\mathrm{B}(\mathrm{t})<\infty$. This means that the remainder $\xi^{\sim}$ and $\xi^{-}$get exponentially less trials, or
that their portion in $\mathrm{B}(\mathrm{t})$ decreases exponentially. But $\xi^{+}$and $\xi^{\sim}$ can be combined to become one new strategy $\xi^{*}$, which is still an observed best strategy. So an adaptive plan would also be optimal if the amount of trials assigned to $\xi^{-}$decreases exponentially with respect to $\xi^{*}$. An adaptive plan will therefore behave optimally if the strategy that "collects" the worst variables gets exponentially decreasing less trials with respect to "don't care" and "improving" strategies. This notion is captured in the following theorem.

## Theorem 1:

Consider a problem domain P , consisting of $\mathrm{n}+1$ variables $\left\{\mathrm{x}_{0}, \ldots, \mathrm{x}_{\mathrm{n}}\right\}$ and take an adaptive plan consisting of three strategies $\left\{\xi^{+}, \xi^{\sim}, \xi^{-}\right\}$that develops a sequence $\{\mathrm{B}(1), \ldots, \mathrm{B}(\mathrm{t})\}$ of trials $\mathrm{B}(\mathrm{t}) \subset \mathrm{P}$, where:

- $\quad \xi^{+}$provides a subset of variables in $\mathrm{B}(\mathrm{t})$ that is better than those of $\{B(1), \ldots, B(t-1)\}$
- $\quad \xi^{\sim}$ provides a subset of variables in $B(t)$ that is equal to those of $\{\mathrm{B}(1), \ldots, \mathrm{B}(\mathrm{t}-1)\}$
- $\xi^{-}$provides a subset of variables in $\mathrm{B}(\mathrm{t})$ that is worse than those of $\{\mathrm{B}(1), \ldots, \mathrm{B}(\mathrm{t}-1)\}$

Suppose now that an adaptive plan behaves optimally if the observed best strategy gets an exponentially increasing amount of trials with respect to the remainder. Then the adaptive plan will perform optimally if $\xi^{-}$gets an exponentially decreasing amount of trials.

Proof:
An adaptive plan behaves optimally if the observed best strategy $\xi^{*}$ gets an exponentially increasing amount of trials, or if its portion $\mathrm{M}_{\xi^{*}}(\mathrm{t})$ of $\mathrm{B}(\mathrm{t})$ will increase exponentially with $t$, with respect to the remainder $\mathrm{M}_{\xi-}(\mathrm{t})$ [1]. In other words:

$$
\frac{d M_{\xi^{*}}(t)}{d t}=c_{1}(t) \cdot M_{\xi^{*}}(t)
$$

The change of $\mathrm{M}_{\xi^{*}}$ is inverse to that of the remainder $\mathrm{M}_{\xi}$, so:

$$
\frac{d M_{\xi-}(t)}{d t}=-c_{1}(t) \cdot M_{\xi^{*}}(t) \quad[1.2]
$$

If $\mathrm{M}_{\xi^{*}}(\mathrm{t})$ increases exponentially, then:

$$
\begin{equation*}
\frac{d M_{\xi-}(t)}{d t} \equiv-c_{1}(t) \cdot k_{1} \cdot e^{\alpha t}, k_{1}>0 \tag{1.3}
\end{equation*}
$$

Therefore $\mathrm{M}_{\xi}(\mathrm{t})$ decreases exponentially.

$$
\{* * *\}
$$

Theorem 1 suggests that an adaptive plan will behave optimally if a rule can be found that discards an exponentially increasing number of poor variables with every trial. These variables will not affect $\xi^{+}$and $\xi^{\sim}$ as these strategies 'collect' good variables, while $\xi^{-}$will get less variables to choose from.

In other words, if the amount of variables in the problem domain that are tested decreases exponentially:

$$
\begin{equation*}
n(t)=n \cdot e^{-\alpha t} \tag{1.4}
\end{equation*}
$$

Theorem 1 presupposes that the observed best strategy gets an exponentially increasing amount of variables with respect to the remainder. It can be proven that this is inherent to the hypothetical adaptive plan. This proof is captured in the following three theorems.

## Theorem 2:

Given an adaptive plan that develops a sequence $\{\mathrm{B}(1), \ldots, \mathrm{B}(\mathrm{t})\}$ characterised by the following rules:

1. One new variable is added to $\mathrm{B}(\mathrm{t})$ with each iteration step t
2. This variable is ranked higher than the variables in $B(t-1)$

The total amount of possible trials $\mathrm{S}(\mathrm{m})$ that can be made with the m variables $(0<\mathrm{m})$ is:

$$
S(m)=1+2 . S(m-1), \text { with } S(1)=m[1.5]
$$

Proof:
First note that the two rules can be considered as creating a subset $P^{\prime}$ from $P$, where a new and higher ranked variable is added to $P^{\prime}$ with each iteration step.
$\mathrm{S}(\mathrm{m}-1)$ is the total number of possible trials that can be made with $\mathrm{m}-1$ variables. One variable $\mathrm{x}_{\mathrm{m}}$ is added to P ', making the total amount of variables m . This variable is ranked higher than the $\mathrm{m}-1$ variables that are already contained in P' by rule 2. The total amount of possible trials that can be made with this new set equals:

- All the trials that can be made with $\mathrm{m}-1$ variables S(m-1)
- The new sample $\left\{\mathrm{x}_{\mathrm{m}}\right\}$, that could be selected at iteration step $\mathrm{t}=1$
- All the previous trials with the new sample added to the end because it is ranked higher

This means that the total amount of trials over all iterations is equal to [1.5]

$$
\{* * *\}
$$

Theorem 2 can be visualised by a tree with root $\phi$ (empty root) which connects to m variables with one variable. Every variable in turn is the root of a subtree that contains the same subtree as its parent which contains all its predecessors in the sequence. Take for instance a problem domain consiting of three variables $P^{\prime}=\{A, B, C\}$ and the ranking is according to the position in the alphabet ( C is ranked highest).


Figure 1: Expanding $P^{\prime}=\{A, B\}$ with a new variable $\{C\}$
Adding variable $C$ to an initial set of $\{A, B\}$ results in new possible trials $\{C\}$ and the threesome $\{A C\},\{B C\}$ and $\{A B C\}$, which is a "skewed" copy of the original tree $\{A\}$, $\{B\}$ and $\{A B\}$, with variable $C$ added to the end (see figure 1).

The skewed character of the copied $\mathrm{m}-1$ tree, results in the following theorem:

## Theorem 3:

Given the adaptive plan described in theorem 2, then the amount of new trials $\psi_{\mathrm{m}}(\mathrm{t})$ that are possible in $\mathrm{P}^{\prime}$ at a given iteration step $t$ for a total amount of $m$ variables $(m>1)$ equals:

$$
\begin{equation*}
\psi_{m}(t)=\psi_{m-1}(t)+\psi_{m-1}(t-1), \text { with } \psi_{m}(1)=m \tag{1.6}
\end{equation*}
$$

## Proof:

The total amount of possible trials at $\mathrm{t}=1$ is equal to m . According to theorem 2, adding one variable to the search space of $m$ variables results in a copy of the $m-1$ tree being added to the newly added variable. Moving down the newly formed tree, starting from the root, every step $t$ will consist of $\psi_{\mathrm{m}-1}(\mathrm{t})$ possible trials of the original tree plus $\psi_{\mathrm{m}-1}(\mathrm{t}-1)$ trials of the skewed copy.

$$
\{* * *\}
$$

The tools that have been introduced can now be used to say something about all iterations over n variables in P .

## Theorem 4:

Given the adaptive plan described earlier, with n variables, then the total amount of possible trials at a given iteration $t$ is:

$$
\psi_{n}(t)=\binom{n}{t}=" n \text { over } t " \quad[1.7]
$$

Proof:
This can be proven with full induction. If [1.7] is correct for $\mathrm{t}=1$, it should hold for $\mathrm{t}+1$ if the theorem is supposed to be correct for t .

For $\mathrm{t}=1, \psi_{\mathrm{n}}(1)=\mathrm{n}$ :

$$
\binom{n}{1}=n, \text { so this is correct }
$$

Suppose the theorem is correct for n variables, then it is also correct for $\mathrm{n}-1$ variables:

$$
\psi_{n-1}(t)=\binom{n-1}{t}
$$

According to [1.6], $\psi_{\mathrm{n}}(\mathrm{t}+1)$ should be:

$$
\begin{aligned}
& \psi_{n}(t+1)=\binom{n-1}{t+1}+\binom{n-1}{t}= \\
& =\frac{(n-1)!}{(t+1)!(n-t-2)!}+\frac{(n-1)!}{t!(n-1-t)!}= \\
& =\frac{(n-1)!}{t!(n-t-2)!} \cdot\left[\frac{1}{t+1}+\frac{1}{(n-t-1)}\right]= \\
& =\frac{(n-1)!}{t!(n-t-2)!} \cdot\left[\frac{n}{(t+1)(n-t-1)}\right] \Rightarrow \\
& \psi_{n}(t+1)=\frac{n!}{(t+1)!(n-t-1)!}=\binom{n}{t+1}
\end{aligned}
$$

$$
\{* * *\}
$$

This means that:

$$
\begin{align*}
& \Delta \psi_{n}(t)=\psi_{n}(t)-\psi_{n}(t-1)=\binom{n}{t}-\binom{n}{t-1}= \\
& \Delta \psi_{n}(t)=\psi_{n}(t) \cdot\left(t^{2}-n \cdot t+1\right) \tag{1.8}
\end{align*}
$$

Or:

$$
\frac{\Delta \psi_{n}(t)}{\psi_{n}(t)}=c(t) \approx-n . t, \text { if } n \gg 1,1 \leq t \ll n
$$

Therefore, the possible trials decrease exponentially as a function of iteration steps $t$ for this adaptive plans if n.t >> $\mathrm{t}^{2}+1$. For most practical problem domains, n is very large so then this rule applies. It can easily be seen that this situation is similar to that of theorem 1, so an adaptive plan that ensures better solutions with each trial has an exponential character. A practical plan therefore behaves optimally if the strategies that make up the plan, at any time, can be mapped to the three base strategies of the hypothetical plan. This notion is fundamentally different than the assumptions of most parallel
search processes that are based on multi-armed bandit problems. In the latter case, it is assumed that there are strategies that outperform others, and the search process aims to find these strategies. In this paper, any strategy of the plan may at some time find better solutions, and therefore contribute to the $\xi^{+}$strategy. An optimal adaptive plan will therefore consist of a mix of strategies of which at least one is finding better variables at a certain point in the search process. This mapping process will be investigated next for a few wellknown strategies.

## III. HILL-CLIMBING STRATEGIES

In the previous section, it was argued that any adaptive plan that ensures better variables with every iteration step complies with an optimal search. In practical settings, this situation can not be achieved continuously, but an adaptive plan can consist of phases when the search is optimal, for instance while hillclimbing. Hill-climbing can be compared with an adaptive plan that searches an optimum in a sub-domain of the actual problem domain ${ }^{1}$. This sub-domain has a number of variables with monotonously increasing or decreasing rank, and so this knowledge is used to get better variables by 'climbing up the slope' of the hill.

According to the previous argumentation, the search process will be optimal during the time the adaptive plan is hill-climbing, so if it develops a sequence with multiple variables, the plan will be most effective if at least one variable is in a hill-climbing phase during the entire search process. This will ensure the the adaptive plan as a whole behaves optimally. Seen from this angle, any adaptive plan will therefore perform three activities:
. Finding slopes in the problem domain
2. Determining the direction of higher ranking variables on the slopes
3. Hill-climbing

The slope of a hill is important because this gives 'meaning' to the relative index positions of variables that are located on it. Therefore the concepts of 'near' and 'far' will be introduced next, in order to describe the relationship between two variables. A variable $x_{i}$ is defined as being 'near' another variable $x_{j}$ if both are situated on the same slope, with slope length $\sigma_{\mathrm{h}}$, and:
$|i-j|<\sigma_{h}$
Two variables are 'far' if they are not on the same slope. A strategy that utilises the fact that variables are near is called a neighbourhood function.

[^8]An optimal hill-climbing strategy would ideally span as much variables in the slope as possible, making the amount of variables in the subdomain of the optimising strategy as large as possible, but without adding 'meaningless' variables outside the slope that could limit the phase of optimisation of the strategy. Again, this optimum can at best be approximated.

## IV. GENETIC ALGORITHMS

Genetic Algorithms (GAs) are often associated with multiarmed bandit problems [1]. With GAs, the variables of the problem domain P are usually represented in a form that allows processing by genetic operators on the internal representation (chromosome). Although there are various forms of such a representation, one of the most used (and classic) forms is the familiar bit string. Alternative representations can be considered fundamentally comaparable [6], especially from the very pragmatic stance taken here. Every bit of the internal representation can be manipulated individually, without relevance for the variable it represents. Genetic Operators therefore perform in a highly abstract domain.
There are three kinds of genetic operators:

- Reproduction re-selects (high-ranked) variables, and therefore behaves like the $\xi^{\sim}$ strategy that was defined earlier
- Mutation creates a random new variable based on a previous one (a parent). Usually this done by changing one token (bit) of the internal representation of the parent at random
- Crossover (sexual recombination) is usually considered the "power" operator of GAs, and is performed by taking two (successful) parents and swapping parts of their internal representation


## A. Mutation

Mutation is an operation where a new sample is created from one variable $x_{p}$ (parent). A random bit from the bit representation of the variable is inverted, thus creating a new variable, the child $\mathrm{x}_{\mathrm{c}}$. This is the "classic" form of mutation. There are many other alternative ways, but for this discussion they are fairly comparable. The following situations can be identified:

1. The child is far from its parent
2. The child is near its parent

The first situation will normally occur if the inversion is applied to the high order bits of the parent. No conclusion can be drawn from this situation, as the child can be situated anywhere in the problem domain. The operation can therefore be considered random.

The second situation will normally occur when a low order bit has been inverted. Suppose that both parent and child are situated on a slope, then there is a probability of $50 \%$ that the child is better ranked than its parent. The fact that higherranked variables are re-selected for further processing result in hill-climbing of successful mutants and therefore mutation can result in optimal phases when low-order bits are processed. Mutation therefore has two faces if the $\lambda^{\text {th }}$ bit is mutated:

- It has a $50 \%$ probability of being a hill-climbing function if $2^{\lambda}<\sigma_{h}$
- It is a random strategy otherwise

Mutation, even though it can have an optimal phase every now and then, will not often contribute to hill-climbing, and so its effect is mainly to provide random variables.

## B. Crossover

A crossover operation takes two variables and swaps part of their internal representation. Although there are various ways that this can be done, normally a crossover point is determined based on the fitness (rank) of each variable, after which a set of bytes of the two parents are swapped. The crossover operation therefore splits the internal representation of a variable in a high order (h) portion and a low order (l) portion:

$$
\mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}, \mathrm{~h}}+\mathrm{x}_{\mathrm{i}, \mathrm{l}} \text { with } \mathrm{x}_{\mathrm{i}, \mathrm{l}} \leq \mathrm{x}_{\mathrm{i}, \mathrm{~h}}
$$

Take for instance two samples with a chromosome length of ten, 1110001111 and 1011010101, and their fitness are ranked six and four respectively. Two new samples are made by the crossover operation (the bold face portions of the chromosomes are combined):

| $\mathrm{x}_{1}=$ | $\mathbf{1 1 1 0 0 0} \mid 1111$ |  |
| ---: | :--- | :--- |
| $\mathrm{x}_{2}=$ | $\underline{111000\|1101\| 0101}$ | $\underline{\mathbf{1 0 1 1 0 1} \mid 0101}$ |
| $\mathrm{x}_{3}, \mathrm{x}_{4}=$ | $\mathbf{1 1 1 0 0 0 \| 0 1 0 1}$ |  |
| $\mathbf{1 0 1 1 0 1 \| \mathbf { 1 1 1 1 }}$ |  |  |

As with mutation, $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ are called the parents of $\mathrm{x}_{3}$ and $\mathrm{x}_{4}$. A closer look at the operator reveals that if $x_{1,1}>x_{2,1}$ then $x_{4}>x_{2}$ and $x_{3}<x_{1}$. The reverse applies if $x_{1,1}<$ $\mathrm{x}_{2,1}$.

When looking at $\mathrm{x}_{1, \mathrm{~h}}$ and $\mathrm{x}_{2, \mathrm{~h}}$ two distinct situations can be identified:

1. $\mathrm{x}_{1, \mathrm{~h}}$ and $\mathrm{x}_{2, \mathrm{~h}}$ are not almost equal ( $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ are "far" from each other)
2. $x_{1, h}>x_{2, h}$ are almost equal ( $x_{1}$ and $x_{2}$ are "near" each other)

In the first case, one can not make any statement about the crossover operation. The children can be situated on a widespread area in the problem domain. Crossover therefore tends to create random variables in such a situation.

The second situation is more interesting. If the two variables are positioned on the same slope, the result of a crossover operation is that one of the resulting variables $x_{3}$ or $\mathrm{x}_{4}$ is always better than one of its parents. This means that there is a $100 \%$ probability that one of the resulting variables is better than one of its parents, and $50 \%$ probability that one of the children is better than both. Under these circumstances, the adaptive plan is optimal! The only expense is that one child is definitely poorer than one of the parents, and that there is a $50 \%$ probability that it is worse than both. This reduces the effectiveness of the adaptive plan, but it remains exponential! The crossover operator therefore "sacrifices" one solution in order to create an exponential search on the slopes. If the selection of increasingly successful variables is taken into this equation, the following patterns emerge:

1. Crossover concentrates more and more on successful slopes
2. Selected parents start to flock more closely together, thereby narrowing down the distances between parent and child as hill-climbing progresses

Just like mutation, a crossover operation such as normally is carried out in a GA is mix of a random search strategy and an optimal search strategy, although the optimisation is much stronger and enduring than that of mutation.
In this view, it is fundamentally incorrect to associate a GA with bandit problems. A bandit problem consists of multiple strategies that do not influence each other, except for decisions made by the plan to select strategies at a certain stage. A GA on the other hand does more than this, as it actually swaps variables amongst the strategies. A good solution found through mutation is passed to crossover or selection strategies for further processing. In bandit terms, this is a bit like finding the lucky coins that causes the most wins (provided the coin is returned when the bandit cashes out). And even then, as was argued earlier, mutation and crossover strategies are mapped to hill-climbing and random search strategies.

## V. CONCLUSIONS

The hypothetical adaptive plan introduced in this paper offers a novel, although maybe disenchanting, perspective on the success of adaptive plans. A practical search process is considered to be a mix of random search (variation) and hillclimbing (optimisation), and its success as its ability to find better variables during the search process. This notion gives support to the many experimental comparisons between various search processes, that prove that there are no supreme universal problem solvers (no free lunch theorem [7]).
Specifically for genetic algorithms, the crossover operation, and to a (much) lesser extent mutation, is a very effective combination or random search and hill-climbing.

Understanding this, and especially further optimising the neighbourhood schemes in current GAs, may help to improve these implementations. The argumentation laid out in this paper can also be applied to other kind of search strategies that can not be defined in terms of genes or chromosomes.
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The remainder of this paper is organized as follows


#### Abstract

This paper is a proposal for the construction of a pseudo-net built with precisely defined tokens describing the content and structure of the original WWW. This construction is derived by morphosyntactical analysis and should be structured with a post-processing mechanism. It is provided also an in-depth analysis of requirements and hypothesis to be stated to accomplish with this goal.

An in-depth analysis of requirements and hypothesis to be stated to accomplish this goal is also provided. Such derived structure could act as an alternate network theme organization with a compacted version of the original web material. This paper does not describe nor study the post-processing approaches. Instead, it is posted here as a future work. A statistical analysis is presented here with the evaluation of the understanding degree of a hand-made structure built with some tokens derived under the hypothesis presented here. A comparison with the keyword approach is also provided.


Index Term - Web browsing,
Web-Mining, morphosyntactical analysis.

## I Introduction

The special features of the WWW sometimes make it hard, if not almost impossible, to retrieve the exact information searched. Sometimes the results of a search activity include many syntactical matches and even semantic matches that are not related with the actual user searching. There are several well-known solutions for the retrieval activity when searching for specific information. Such solutions normally try to put in context a specific keyword (or a minimum set of them) in different ways: with sophisticated indexing methods, smart visualization alternatives, etc. In this paper provides another point of view: instead of studying the best way to locate and extract specific information, the way to filter and structure some representative portion of the content adding the associated site and web location is studied.

This paper presents a proposal (let us name it EC for Estructura Complementaria in Spanish, complementary structure in English), a morphosyntactical structure derived from the web that should provide support to certain searches. In this paper it will be shown that it is possible to construct an organized support structure to provide a suitable view of the same data without loosing meaning. This new organization of the data has components with good representation of the underneath information in the top level. Paradoxically, it will be shown here that this morphosyntactical approach can provide help in the construction of an alternate organization with good semantical representation. A set of components, parameters and minimal behavior (i.e. functionality) required to make an implementation of this proposal is presented. The management mechanism of this new construction will not be studied. The detailed structuring algorithm and browsing/querying are not described here.
section II presents some background, related work, the constraints to be met by this proposal and its justification; section III describes the proposal; section IV describes a preliminary test, section V makes a critical analysis of the conceptual strengths and weaknesses of the structure and hypothesis and conclusions; and finally section VI states the main work to be done.
iI The proposal constraints
As stated earlier, EC is a proposal that depicts some representative portion of the web information and reorganizes it in any other way. It is hard to define the meaning of the word representative as it was used in the previous section, but it is the first step to provide a better understanding of any of the requirements stated here.

According to [2] one meaning for the word representative is serving to represent. Therefore, the requirements to be met in order to accomplish the previous definitions are:
I-provide an alternate way to present the same information.
II-provide a compact way to represent more complex and extensive information.
III-provide an alternate structure with the same information.
IV-be the basis for different visualizations of the same information.

In order to work with these requirements and some other derived from the special characteristics of the WWW ${ }^{1}$, this proposal has been founded on the following hypothesis:

- The language reflects mental structures that depict a relationship between concepts in a precisely enough way.
- Most part of a language is composed of words or sets of words that represent any kind of objects.
- The contained information in any actual expression of the language can be represented with a number of EC components with a precisely defined alternative structure [14] (this hypothesis satisfy the requirements (II) and (III)).
- There are a finite number of objects in the real world to be represented.
- The searching and mining is user /language dependent (this hypothesis is related to requirement (IV)).
- Each document in the WWW is a kind of conceptual unit.
- There are unlimited resources to process (time and memory).

Furthermore, the following requirements have been stated:

- The EC components must be related to WWW.
- EC must represent implicit information (related with requirement (I))
- A self-adaptive structure.

[^9] etc.

In the following subsections a more detailed justification for each one of these hypotheses is provided.

A The language reflects mental templates that depict a relationship between concepts in a precisely enough way In this proposal the regularity is learned as a structure, which is afterwards clustered automatically without taking into account Chomsky's analysis for generality, precision and completeness. In the actual proposal the derived structures may lack of many, if not all these problems, but this is precisely the way the author handles the divergence between sentence grammaticality and its acceptability.

Noam Chomsky [12] defines the grammar as a product of a machine functioning in an intermediate point of precision between a Markow machine (strongest condition) and a Turing machine (weakest condition). Chomsky labels this as transformational grammar because it is founded in a set of components: set of morphophonemic rules (for phonological components), the phrase-structure and transformational rules (for syntactical components). Each of these components consisted of a set of rules operating upon a certain input to yield a certain output. In his proposal he was centered in syntactical problems and left out the semantic analysis.

Despite the fact that the natural language does not match exactly with the grammar, it has a deep correspondence with it. This hypothesis regards this correspondence to take its regularity as the basis to extract some structures represented by the actual expressions of the natural language.

B Most part of a language is made of words or sets of words that represent any kind of objects
This hypothesis takes the assumption that there is a limited set of objects to be modeled from the real world that is handled indirectly within the data.

Chomsky [13] also explains that the language can make infinite use of finite elements (for this infinite use he takes off the traditional concept that the natural order of the thinking is the same as the order in a sentence). These elements are concrete or abstract objects that constitute an internal representation learned from the outer reality.

## $C$ An alternate structure of the same information can be

 generatedThis paper takes Chomsky's [12] concept of a subjacent regularity within any grammatical construction and makes a morphosyntactical analysis approach (morphological and syntactical because this proposal is based in words, symbols and the syntaxes related to them) to generate this alternate structure.

The need of alternate structuring and visualizing data can be thought as a consequence of the DB nature of the WWW [21] and makes it possible to help in the searching process [22].

Several proposals [17] have been made to present alternate structures for the web content some of them by metadata manipulation. Some alternatives for such a manipulation are hierarchically structuring of metadata clusters (SenseMaker [15]) for later querying; visually organization of metadata for browsing (Flamenco [16]), Semantic Web construction [18] followed by a Deep Web concept [19], etc.

Lawrence \& Giles [1] make a good description of how hard and risky is the task of retrieving information from the Web and the organization and presentation of the web information to a user. This is also true for the semantics approaches. Alan D. [10], Gä rdenfors [11], Lesher [20] among others, remark and study some inherent difficulties with the concept of ambiguity, inconsistency and incompleteness that come up with sentences semantically manipulated. Several proposals have been made to manage semantics and its related problems from the Web.
$D$ There are a finite number of objects in the real world to be represented.
This study takes part of this concept: each speaker manages a limited quantum of the objects from reality. This domain of objects is something represented through a limited and numerable set of precisely defined internal elements.

Carlos Peregrín Otero explains [35] that the sentences of a native speaker are related to his intelligence and history. The individual life is too small to be capable to learn each possible sentence exhaustively. Instead, a genetic program enables the learning of the subjacent regularity. These regularities are applied to a set of limited objects of the surrounding reality thanks to natural brain creativity. This creativity is based on certain apprehended rules: there isn't creativity without regularity.

Chomsky also defines a language as a set of statements each one with a finite length and built from a finite set of elements. This, of course, is applied to both artificial and natural languages.
$E \quad$ The searching and mining is user/language dependent
This proposal does not intend to define a visualization mechanism but it has to set the basis to minimize undesired restrictions to its construction.

There are many languages (Spanish, English, French, Japanese, etc.) to be processed by EC, but they must be translated to a common internal language. Browsing the Web could also be hard and basically depends upon the user. This is especially true if the client is not familiar to web activities. Furthermore, the heterogeneity, extent and complexity of the information saved is not helpful.

Many papers have detected and proposed alternatives to solve these problems. Just to mention a few: map visualization and browsing [7], an encapsulating layer that presents a personalized model of the data [23], a visual interface dynamically built with the navigation information [24], to filter customer preferences activating a software agent that learns from user navigation [25], adaptive design based on user profile filtering within a framework [26], to apply Markow chains on user navigation mining data for navigation prediction [27], to show brief information in an affordable visualization the extracted patterns by clustering over the remaining users' web mining [28], to visualize different SOM elaborations from data [29], [30], etc.

## F Each document in the WWW is a kind of conceptual unit.

This hypothesis has been stated in order to reduce the complexity of the information structure in the Web, making it easier to model the information. It can be thought as a discard
of the analysis for the relationship among sites, delimiting it to each site at a time.

## $G$ There are unlimited resources to process

To keep the focus on the main logical analysis, there will not be any hardware restriction considerations. They will be studied deeply in future works.

## H An alternate way to read the same information

This proposal is supposed to support a mix of browsing and querying approaches to avoid the typical problems mentioned: it will browse over a set of possible short answers and to query the result of a statistically high probabilistic browsing activity.

From the traditional focus there are two main approaches: (1)browse within a hierarchical structure or (2)querying for specific information. When browsing is performed to search information over a structure, there is typically a set of representing keywords or visual tokens in the sense of (1) and (2) as in the Scent Trails [3], WebEyeMapper[4], GH_SOM[5], Narcissus [6], BibRelEx[8], etc.

But browsing a structure brings up the problem of how to make such structure and when to refresh the contained information. Some papers have studied the resulting impact on the repeatability and success of the navigation process by a user [7], [9]. Some other research have studied the relevance of the query formulation and interpretation ([1], [10], [11], etc.) in the precision and recall metrics.

I The EC components must be related to WWW.
As this proposal intends to be an alternate and compact formulation of the data saved in the WWW, there must be links that allow reaching the original data from the actual data in EC.
$J$ EC must represent implicit information
According to requirement (I), the EC components must be extracted from the WWW and metadata, in such a way that makes them a real representation of the implicit information.

K A self-adaptive structure
The social evolution of the mankind can be easily shown [12], and therefore the consequent language evolution (as it is said to be dependent from the social and biological evolution).

Although many proposals have studied the adaptation to the web content ([6], [29], etc.) as it is a dynamical storage, they do not explicitly consider the language evolution.

## III The structure

The Fig. 1 shows the general disposition of the EC proposal as a whole and its relation with the WWW and the users.

The EC uses the data and metadata that are extracted from the actual WWW to feed the internal structure layer wich generate a virtual structure layer. The visual structure layer can be used to get information or browse it.

The three-layered structure of EC is a consequence of the three main activities to be performed:
-Internal Structure: gets data from the WWW and process it to derive certain Homogenized Basic Elements streams (HBE). It also solves the gathering, formatting and updating of the raw


Fig. 1. Three layered structure of the EC. Data and metadata are extracted from the WWW
data and metadata from the Web These steams constitute some kind of translation from the actual language to an internal language. The internal language should be defined to overcome specific language problems. This layer should provide a uniform language vocabulary. It can be thought as an interface between the actual WWW and the Virtual Structure.
-Virtual Structure: it analyzes the HBE, detects known regularities or learns new prominent regularities in the stream and organizes these regularities in compact structures (let us name it $\mathrm{E}_{\mathrm{ci}}$ for the name in Spanish Estructura de Composición Externa, External Composition Structure in English, a structure that reflects the closeness of the relationship between words within a phrase). These compact structures are also processed to set a hierarchical structure that point out its corresponding $\mathrm{E}_{\mathrm{ci}}$ and the original WWW location. This layer should provide a virtual view of the modeled data to the visual structure. This is performed by a set of organized elements labeled here as $\mathrm{E}_{\mathrm{cc}}$ (for the name in Spanish Estructura de Composición Externa, External Composition Structure in English, a supra-structure composed by a set of $\mathrm{E}_{\mathrm{ci}}$ structures all of them related to the same text. Such structure is intended to establish the way two o more $\mathrm{E}_{\mathrm{ci}} \mathrm{S}$ are related and reflect the main words they are builtup). It is the main part of this proposal.
-Visual Structure: to browse or query the virtual structure content as the user information requires it. It should provide alternate models for textual and/or graphical interaction with the user. It should be designed to handle elements like icons, flashing texts, hypertexts, links, etc., to make easier the Information browsing and searching activity. It can be considered as an interface between the Virtual Structure and any user.

This paper is intended to set the main Virtual Structure characteristics, as the other two layers can be thought as interfaces to and from this structure. Thus, it is important to define the Virtual Structure precisely.

## A Internal Structure

Basically it processes any data from the WWW taking its specific language as a set or words, numbers and symbols. The specific activity will depend on the language and any language specific activity learned. For instance, one o more words may constitute a HBE, one o more symbols could also be a HBE etc. (see Fig. 3) The specific behavior should be based on a set of learned rules to let the contents evolve with language. Despite the fact that this is not the central point of this work; a
statistical analysis for a reduced set of words will be introduced in a next section as a background example.

## B Virtual Structure Description

As stated before, this layer takes a number of HBE streams as input. Then it makes a special processing to generate a set of structures labeled here as $\mathrm{E}_{\mathrm{c}}$.

Some components and their relation are shown in Fig. 2. MC: (for the name in Spanish Motor de Composition, Composition Engine in English, is the $\mathrm{E}_{\mathrm{ci}}$-factory) receives from an Internal Structure a set of HBE streams and makes a set of $\mathrm{E}_{\mathrm{c} i}$. This set of $\mathrm{E}_{\mathrm{ci}}$ can be thought as a sub layer within the Virtual Structure layer.

MA (Assimilation Engine) takes a set of $\mathrm{E}_{\mathrm{ci}}$ from MC and makes a set of $\mathrm{E}_{\mathrm{ce}}$ structures. Again, this set of $\mathrm{E}_{\mathrm{cc}}$ can be thought as another sub layer within the Virtual Structure.

Each $\mathrm{E}_{\mathrm{ci}}$ has derived from an individual statement. Each $\mathrm{E}_{\mathrm{cc}}$ is composed by one or more $\mathrm{E}_{\mathrm{ci}}$. The way $\mathrm{E}_{\mathrm{ci}}$ are generated depends on the content of the actual HBE stream. The $\mathrm{E}_{\mathrm{ci}}$ can have one of a number of predefined structures. When MC performs the $\mathrm{E}_{\mathrm{ci}}$ construction it determines the structure according the presence or not of some special HBEs.

The $\mathrm{E}_{\mathrm{cc}}$ is generated as a multi-layered structure where the lower layer is created by a sort of association of the $\mathrm{E}_{\mathrm{ci}}$-layer elements. The type of structure and the content of the $\mathrm{E}_{\mathrm{ci}}$ itself determines the nature of this association. The upper-layers are produced as a progressive factoring out of $\mathrm{E}_{\mathrm{ci}}$ elements.

The actual algorithm for MC and MA can change automatically. The way this is performed will be detailed in the next section.

C Updating process
To update information is not always an easy task in the web. For the metadata derived from this updated data, the consequence is the immediate obsolescence. Updating an EC data should be activated by any change in the original WWW.

In this proposal there is a kind of regulation mechanism for the Virtual Structure layer. This mechanism is implemented by the following main components (Fig. 4):
-A set of Thresholds:


Fig. 2. MC process HBE inputted and generates sets of $\mathrm{E}_{\mathrm{c} \text {. }}$. Afterwards MA makes a set of $\mathrm{E}_{\mathrm{ce}}$.


Fig. 3. Translation from any language to an internal language


Fig. 4. The updating mechanism.
These thresholds are three and have correspondence with the three levels of processing within EC. The first one is labeled $\mathrm{O}_{\text {eci }}$ and is related to the $\mathrm{E}_{\mathrm{ci}}$ sub layer. There is a $\mathrm{O}_{\text {ece }}$ related to the $\mathrm{E}_{\mathrm{ce}}$ sub layer and finally there is an O related to the global Virtual Structure layer as a whole.
-A set of metric functions (fm):
The functions $f m$ (for the name in Spanish Función de Medición, Metric Function in English) state a one-to-one relation with the thresholds $\mathrm{O}, \mathrm{O}_{\mathrm{cci}}$ and $\mathrm{O}_{\mathrm{ecc}}$. Therefore there are three of such functions: $\mathrm{f}_{\mathrm{m}}{ }^{\mathrm{s}}, \mathrm{f}_{\mathrm{m}}^{\mathrm{Eci}}, \mathrm{f}_{\mathrm{m}}^{\mathrm{Ece}}$. They return a numerical magnitude of the relevance of changing the portion of EC that is being revisited. This relevance is some kind of distance between the actual configuration and the corresponding threshold that estimates if EC is the best to reflect the data in WWW.
-A metric functions generator (MM):
As EC works, the actual fm evaluates a sort of distance between the $\mathrm{E}_{\mathrm{ci}}$ and the actual $\mathrm{O}_{\mathrm{cci}}$. The metric function generator can change the way it makes the evaluation. This change will take place when a controller system finds:

$$
\begin{equation*}
\mathbf{P}\left(\left|\mathbf{f}_{\mathrm{m}}^{\mathrm{Ec}}\left(\mathbf{O}_{\mathrm{eci}}, \mathbf{E}_{\mathrm{c} i}\right)\right|>\mathbf{d}\right), \tag{1}
\end{equation*}
$$

If this probability is high enough, then a new suitable $f_{m}{ }^{\text {Eei }}$ function is generated.
-A set of effect-functions and its generator engine (GM):
This set composes the MA and MC functions. Part of the selected subset will constitute the set of temporary abilities for them. These sets of functions are supposed to perform the best suitable activity at that moment. Thus the $\mathrm{E}_{\mathrm{ci}}$ and $\mathrm{E}_{\mathrm{cc}}$ processing will change following the actual Threshold values. This set of functions is the core of the activity. The GM engine (for the name in Spanish Generador de Métricas, Metric generator Engine in English) makes any change in this set. Such a change could be a deletion, a factoring-out or a modification of any component of the actual set.
For MC: these functions could be learned HBE rules to consider the probability of certain type of structures and rules for reducing, classifying and sorting a stream. For instance, a set can state that if the HBE1 is present in the stream then the structure should be of type 12. But if the HBE500 is also present, then the structure should be of type 5. Let us say the stream is:

HBE2 HBE1 HBE67 HBE20
Let us say also the structure of type 12 requires each of the following HBE following it to be structured as shown in Fig. 5.

For MA: These functions could be a set of learned rules for $\mathrm{E}_{\mathrm{ce}}$ generations. For instance they could establish that two identical HBEs in different $\mathrm{E}_{\mathrm{ci}} \mathrm{S}$ can be linked as shown in Fig. 6.
-A Controller System (SC):
The SC (for the name in Spanish Sistema Controlador, Controller System in English) is a kind of controller that evaluates $P\left(\left|\mathrm{f}_{\mathrm{m}}^{\text {Eci }}\left(\mathrm{O}_{\mathrm{cci}}, \mathrm{E}_{\mathrm{ci}}\right)\right|>\mathrm{d}\right)$ and fires the GM if it is true. It has also the ability to change one o more thresholds, depending on the range of $\mathrm{f}_{\mathrm{m}}{ }^{\text {Eci. }}$.

When automatic updating is fired, the specific $f_{m}$ states if it makes sense to update any portion of EC (it could affect one o more $\mathrm{E}_{\mathrm{ci}}$. The updating of one or more $\mathrm{E}_{\mathrm{ci}}$ cascades up to $\mathrm{E}_{\mathrm{cc}}$ structures. The same could happen if one o more $\mathrm{E}_{\mathrm{cc}}$ should be updated.

## $D$ Internal Structure as interface

To enable the construction of the $\mathrm{E}_{\mathrm{ci}}$ and $\mathrm{E}_{\mathrm{cc}}$, this layer should solve at least the following problems:
-Translation of text numbers and symbols.
-Avoid translation of less significant words, symbols, etc.
-Consider some kind of special internal word for reflecting the structure of the web as extra information. Cases of such data are: links, hyperlinks, sound, images, etc.
-Consider some kind of processing and later translation of main characteristic for images, sound and video.
-Consider a good translation for ambiguities, contradictions and missing information so as not to miss them as they are considered here as information too.

Finally, note that one o more HBE would represent one o more real world objects. There is no difference in the processing of abstract and concrete objects. The representation problems are solved with the traditional language artifacts.

## E Visual Structure

The visual structure should be able to search and/or browse the layered $\mathrm{E}_{\mathrm{cc}}$ structure for information. The preservation of the references to the actual Web should provide the facility to work on the Web directly if it is needed or desired.

The set of $f_{m}$ and $f_{c}$ should select prominent data to be promoted as HBE within upper $\mathrm{E}_{\mathrm{cc}}$ layers. Less important data should be part of the $\mathrm{E}_{\mathrm{ci}}$ level.


Fig. 5. A visual structuring of a stream.


Fig. 6. Two $\mathrm{E}_{\mathrm{ci}}$ s with identical HBE

As stated before, the visual structure should not have any further restriction if the resulting EC meets the expectations.

IV Preliminary Testing
To find out the possibility of processing $\mathrm{E}_{\mathrm{ci}} \mathrm{S}$ as one of the complementary alternatives for keywording a poll has been made in Buenos Aires (Argentina), in the Universidad de Palermo, and in a private clinic. All the volunteers were native Argentine, Spanish speakers.

A questionnaire with six items had to be answered by 44 volunteers. The items were grouped in two subjects:
a) The four initial questions were related to a decease called lymphedema, which has the special characteristic of requiring a long medical treatment. Therefore, patients with this decease usually acquire a pretty good understanding of the lingo and learn some of its related medical information.
Afterwards, the polling was developed with three main groups of volunteers:
-Patients
-Health professionals with deep knowledge of the decease -Other (mainly informatics students, for better evaluation of part of the test)
An $\mathrm{E}_{\mathrm{ci}}$ was written instead of a text titled Normas de prevención de linfedemas (lymphedema prevention). The Original text was never included in the form. Therefore the only extra information was the $\mathrm{E}_{\mathrm{c} i}$. It is important to note that the related processing for the $\mathrm{E}_{\mathrm{ci}}$ is not an optimal one, instead it is the result of a first analysis to approximate this analysis.
b) The two lasting questions were about a topic related to laws. As none of the volunteers had proved to have knowledge of this subject, it was selected to test how good could the inference mechanism be with a few words. These few words were the top level words (the pointer-words) from an $\mathrm{E}_{\mathrm{ci}}$ made with an original lawyer's text.
Following are some of the results obtained.
A Performance of the keyword selecting vs. noun selecting
The volunteers were showed a drawing of one $\mathrm{E}_{\mathrm{ci}}$ and then asked to write three questions they would like to answer with the original text hidden. They were also asked to write a set of single words to replace each of the questions written before.

To make measurable the relation between writing question efficiency and the keywording, a special processing was done for the questions: the nouns were counted as keywords. In case of ambiguity, the word was also processed as a noun. Afterwards the number of matches between nouns and $\mathrm{E}_{\mathrm{ci}}$ words were counted. The results were compared with the number of keyword that matched the $\mathrm{E}_{\mathrm{ci}}$ words.

The Table 1 shows the general data analysis for each set of the noun matches ( nm ) and keyword matches ( km ). The Skewness is almost zero showing the typical Normal distribution symmetry around the Mean value. But the negative Kurtosis value denotes a tendency to flat the distribution.

It could be said that the Mean number of matches is higher for nm approach even considering its worse nm value (Mean Confidence Level) against the best km value (Mean + Confidence Level) with a probability of 0.95 .

This tendency is sustained by the Median and Mode values. Conversely, the Standard error, Standard Deviation (and of course the Sample Variance) although comparable, are higher for nm . It should be studied if this deviation could be lowered by improving the algorithmic behind the $\mathrm{E}_{\mathrm{ci}}$ construction, probably by studying deeply the best set of rules to be applied to words. In the following section some results will be shown, that could be thought as part of this analysis as well.

## B Performance of keyword and nouns by knowledge

The same performance comparison as the previous section was performed for each of the three main subsets of the population (see Table 2, Table 3, Table 4).
The Mean value for all the sets is always high for nm . This indicates that the average number of matches is higher in all the cases. The same happens with the Median and Mode values.

As a counterpart, the standard error is higher for nm, but the difference narrows as the Count value increases (the number of individuals in the set). This could be the side effect of a small population and should be studied with larger sets to confirm or not the tendency. The Sample Variance (and of course its square root, the Standard Deviation) also presents a behavior similar to the Standard Error.

But in this case the corresponding values in the Table 4 are definitely lower for nm samples.
From the Confidence Level (set as 95.0 \%) that for the first set worse value (Mean - CL) for nm is higher than the better value for the $\mathrm{km}($ Mean +CL$)$. For the other two sets these values have a small overlap.
TABLE 1
NM VS KM DATA ANALYSIS

|  | nm | km |
| :--- | ---: | ---: |
| Mean | 0.619 | 0.404 |
| Standard Error | 0.043 | 0.036 |
| Median | 0.667 | 0.417 |
| Mode | 0.333 | 0.167 |
| Standard Deviation | 0.285 | 0.242 |
| Sample Variance | 0.081 | 0.059 |
| Kurtosis | -0.935 | -0.812 |
| Skewness | -0.021 | 0.081 |
| Range | 1.083 | 0.889 |
| Count | 44 | 44 |
| Confidence Level(95.0\%) | 0.086 | 0.074 |


| TABLE 2 |
| :--- |
| DATA ANALYSIS FOR THE PATIENT SET |
| Patients statistics nm km <br> Mean 0.806 0.306 <br> Standard Error 0.090 0.058 <br> Median 0.833 0.333 <br> Mode 1.00 0.333 <br> Standard Deviation 0.270 0.174 <br> Sample Variance 0.073 0.030 <br> Kurtosis -0.535 -0.768 <br> Skewness -0.551 -0.725 <br> Range 0.833 0.500 <br> Count 9 9 <br> Confidence Level $(95.0 \%)$ 0.208 0.134 |

TABLE 3
DATA ANALYSIS FOR THE PROFESSIONALS SET

| Patients statistics | nm | km |
| :--- | ---: | ---: |
| Mean | 0.442 | 0.338 |
| Standard Error | 0.088 | 0.064 |
| Median | 0.333 | 0.250 |
| Mode | 0.333 | 0.167 |
| Standard Deviation | 0.305 | 0.222 |
| Sample Variance | 0.093 | 0.050 |
| Kurtosis | 1.912 | 2.376 |
| Skewness | 1.337 | 1.613 |
| Range | 1.083 | 0.722 |
| Count | 12 | 12 |
| Confidence Level $95.0 \%)$ | 0.194 | 0.142 |

Finally, from the Kurtosis and Skewness the population behavior is almost a normal distribution. This is not true for the set in Table 3, perhaps due to the fewer number of samples.

Conclusion: for patients with some knowledge of the topic it has a notable better performance from nm than trying to select a keyword. This is true also for the people with no knowledge in the subject but with less difference with the km . The km sustains its performance in all three sets, but always below the nm alternative.

C Performance of keyword and nouns by web searching skills
It was studied from two perspectives: web skills and occupation. The web skill was measured by the quantity of web navigation hours per week. The Table 5 shows the average match for each nm and km alternatives.

Note that each peak in nm corresponds to a decrease in km . Conversely, peaks in km correspond to drops in nm. This behavior should be further studied to determine if it is a markable trend. According to this, there is no evident benefit in having more training in the web. The average value for people spending 31 to 50 hours in the web is almost the same as the value for people spending between 11 to 20 hours in the web. This trend is sustained in the km alternative.

Other external influence when trying to query the web could be the previous knowledge of the user in informatics. It could be thought as other kind of skill. The results apparently confirm this conjecture. Table 6 shows the frequency of nouns and keywords that match with the $\mathrm{E}_{\mathrm{ci}}$ content. Legend " S " denotes informatics experience.

| TABLE 4 |
| :--- |
| DATA ANALYSIS FOR "THE OTHER" SET |
| Patients statistics nm km <br> Mean 0.638 0.499 <br> Standard Error 0.048 0.051 <br> Median 0.750 0.542 <br> Mode 0.833 0.667 <br> Standard Deviation 0.231 0.242 <br> Sample Variance 0.053 0.059 <br> Kurtosis -0.924 -0.110 <br> Skewness -0.585 -0.749 <br> Range 0.833 0.889 <br> Count 22 22 <br> Confidence Level $(95.0 \%)$ 0.099 0.107 |



As can be observed from both alternatives (volunteers with informatics knowledge are half of the total samples), there is a similar number of positive matching but a small improvement is obtained for nm in the low scoring range. These results should be confirmed with a larger sample size.

Conclusion: there is a complementary behavior in the matching performance for the two approaches. Navigation training has no high evident incidence in the matching score.

## $D$ Representativeness of $E_{c i}$ information

To evaluate the $\mathrm{E}_{\mathrm{ci}}$ represents the original content, the 44 volunteers were asked to guess a title for a hypothesized text represented by the $\mathrm{E}_{\mathrm{ci}}$ structure. The Table 7 shows that almost all the guesses were correct. They were also asked to write down three questions that could be answered with the information in the hypothesized text.

In Table 8 the numbers show a good prediction for the three questions denoted as Q1, Q2, Q3. Note that these questions and title were correct even for those people who did not know about the subject.
Conclusion: the $\mathrm{E}_{\mathrm{ci}}$ is a good content representation of the original text.

## E Representativeness of pointer-words

As stated earlier some of the words in the $\mathrm{E}_{\mathrm{ci}}$ are denoted specially by the rules. It is expected that these words (named here as pointer-words) have a strong influence in the $\mathrm{E}_{\mathrm{ci}}$ representativeness. These special words had also been tested. A new set of $\mathrm{E}_{\mathrm{ci}} \mathrm{s}$ were developed from a completely new html page.
title predictab
\% correct Title?

| $\%$ | correct Ttie? |
| :---: | :---: |
| Y | 90.7 |
| N | 9.3 |
|  | 100 |

Table 8

TOPIC PREDICTABLY | $\%$ | Q1 | Q2 | Q3 |
| :--- | ---: | ---: | ---: |
| Y | 97.73 | 100.00 | 100.00 |
| N | 2.27 | 0.00 | 0.00 |

To assure null previous knowledge for all the volunteers, the subject was a new law regulation and its social consequences. Six pointer words were deduced. The polling form asked to guess three titles for this text using these words as the only knowledge about it.

Table 9 denotes that even with these few words, represented here as the column labeled with $t$, the main title had a good chance of being correctly guessed. It is interesting to see that the first guessing was always the best one, since the other two titles have a lower probability to be correct

To evaluate the convenience of adding location information, the same question was repeated after giving the domain of the page. Table 10 shows that it could serve as disambiguation information.

Conclusion: pointer words could be useful as text representation. Therefore they could be a kind of reduced index for the $\mathrm{E}_{\mathrm{ci}}$. The $\mathrm{E}_{\mathrm{ci}}$ also could be a kind of index to the original text. These results should be studied for larger samples for a better verification.

## V Conclusions

A data treatment approach that relies on the concept that the data can be reduced losing and reordering data was presented. For this treatment a morphosyntactical structure was created. This structure is not designed to handle semantics directly but, the syntax and morphology of the language: -Eci represents a good representation of keyworking.
-Eci performs well for people indepently of their knowledge on the specific subject
-Eci performs well for people indepently of their informatic knowkedge.
-Navigation training has no high evident incidence in the matching score.
-The Eci is a good content representation of the original text -Pointer words could be useful as textreduced index for the Eci. -The Eci structure could be a kind of representation of the original text.

Remark: Virtual Structure is not a visual structure. Any figure or visual representation in this paper is for better illustration of the proposal.

## vi Future work

There is a set of pending topics to be studied detailed: -An implementation of an automatic adaptation to the dynamic structure and content of the data in the Web.
-The best selection of the words and the rules.
-The internal language, to overcome specific language problems (ambiguities, missing data, contradictions, etc.)
-A good design for the Visual Structure should be defined.
-A suitable treatment for multimedia data. This data should qualify for processing by EC defined components.
-Algorithmic and performance aspects.
-Algorithmic alternatives for generation and refinement of $f_{m}$ and $\mathrm{f}_{\mathrm{c}}$ functions.
-Extension of the HBE translation for special symbols.
-Extension to other languages.
-Performance and evolution of EC components with different languages.
Table 9 PERCENTAGE OF CORRECT GUESSES FOR THE TITLE

| $\%$ | $t \mathbf{t}$ | t 2 | $\mathrm{t} \mathbf{3}$ |
| :--- | ---: | ---: | ---: |
| Y | 88.37 | 76.74 | 69.44 |
| N | 11.63 | 23.26 | 30.56 |
| tot | 100.00 | 100.00 | 100.00 |

Table 10
PERCENTAGE OF CORRECT GUESSES FOR THE TITLE AFTER URL INFORMATION

| $\%$ | t1 | t2 | t3 |
| :--- | ---: | ---: | ---: |
| $Y$ | 100 | 100 | 100 |
| $N$ | 0 | 0 | 0 |
| tot | 100 | 100 | 100 |

-Consider avoiding the hypothesis that states: Each document in the WWW is a kind of conceptual unit.
-Consider avoiding the hypothesis: There are unlimited resources to process.
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#### Abstract

In this project a design and implementacion of a platform (hardware-software) for control and monitoring, using Internet, the physical variables of a greenhouse such as temperature and luminosity was made; for this a new type of microcontroller, TINI (Tiny InterNet Interfaces) was used, which can be used as a small server with additional advantages as being able to program it with JAVA language and to support a lot of communication protocols, like 1-wire protocol. Due to the form the platform was designed and implemented, this technology could be incorporated with very low cost in the PYMES (Small and Medium Companies) dedicated, for example to the production of flowers. An additional value of the platform is its adaptability in other applications like for example, laboratories, monitoring and control of manufactures, monitoring systems, among others.
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## I. INTRODUCTION

This article pretends to describe a hardware-software platform developed for remote monitoring and control of physical variables (e.g. temperature, relative humidity, luminosity, among others) of a greenhouse, to bring low cost and competitive solutions to the modern agricultural (or farming) methods.

Its development implements new technologies in electronics and programming languages, like 1 -Wire communication protocol [1] and JAVA language.

The system in specific uses a special microcontroller called TINI (heart of the system), which has the ability of being programmable in JAVA language and it's oriented to innovating communication protocols, with big skills and low cost as two of it's principal characteristics [2].

The growth of Internet has motivated the use of systems plugged to the net. There are no longer important isolated systems, actually the connection to the big net it's necessary. New devices and its applications are bound to explode the opportunities given by global communication. The big net it's one of the new development pillars for the great amount of new technologies whose objective is making life easier for
men. That's why a platform like the one designed and implemented it's going to help the PYMES in the integration of new applications based on Internet, letting increase their competitiveness in the globalize world.

## II. MATERIALS AND METHODS

The labors were divided in two different development areas (very specific but complementary one to the other); both have the same importance and complexity. These areas are:

- Hardware development: the electronics, sensors and controls, the equipment for the correct acquisition of data and the equipment for the delivery of data to Internet for a later interpretation of them in a distributed form
- Software development: The JAVA programming, as well as for the management of the sensors and controls as for the correct delivery and reception of data and their sent to the final user too.

Both areas are related one to each other, so it was necessary a permanent retro alimentation between them as far as the project was being developed.

## A. Hardware <br> TINI Board

This is a small server developed by Maxim-Dallas Semiconductor (Fig.1). One of the most important features of this microcontroller it's the compatibility with a lot of communication protocols like TCP/IP (v4 - v6), RS232, 1-Wire, CAN (Controller Area Network), among others [3]. It has 1 Mb of storage memory for applications and 512 Kb of RAM memory.

A very useful function of this device is that it's able to serve as a bridge for devices that doesn't have Internet connection in a way that they could be monitored and controlled by web from an anywhere host.

[^10]

This project uses in specific a special port of the TINI board to drive all tasks of 1 -wire protocol, so this device could behave as a master of a 1 -wire network.

1-wire Devices network
A 1-wire devices network it's an array (generally with bus architecture type) of very special devices that are capable to use 1 -wire protocol. In this kind of array, there is a very particular element called master, which is the one that controls the entire network. The master controls all the elements plugged in the 1-wire network (slaves). The slaves are the ones who take the data and bring them to the master, besides, some of them have the capability of making specific tasks like switch devices connected to them and change the state of this devices (on/off) depending of the master orders.
In a 1 -Wire network, the flown of data is half-duplex because only one element can transmit data at a time (no matter if it's the master or a slave); besides, only the master is capable of establish communication with the slaves (the communication between slaves it's not allowed).
This kind of network normally reaches a data rate of 14.4 Kbps (Kilo bits per second), could manage more than 100 1wire elements plugged to the network and has a maximum length of 500 m . on the main line.

## Sensors

The sensors chosen for this project belong to the family of 1-wire devices of Maxim-Dallas Semiconductor. They have the next specifications:

- They are compatibles with the TINI microcontroller.
- They receive instructions through programs implemented on the master.
- Economics.
- They have an unique MAC direction of 64 bits. This allows an easy identification of any element on the network no matter the quantity or type of devices connected to it.
- They are calibrated and have a very good resolution, this facilitates the implementation of the sensors and makes the measurement reliable.
- They required very few energy to work.
- They use CRC (Checksum Redundancy Cicle) to verify the correct transmission of data.
- They decrease the weight of the network because they only need two cables for its operation: Data and GND.

The 1-Wire sensors selected for this project are: DS18s20 (temperature), DS2450 (voltage, switch), DS2438 (temperature, luminosity, humidity).

Controls
There was designed and implemented a special circuit for the elements bound to do the control (switch on/off). This circuit has the possibility of switch voltage signals of any magnitude and form (Fig. 2), this means that it's possible to control a fan which needs 12 V DC to operate, but there it's also possible to control other devices, for example a 120 V AC lamp.

## Software

The software was developed using JAVA language of Sun Microsystems [4].,[5]. and the latest technologies associated to it, like JSP (Java Server Pages) [6]., Servlets, JFreeChart [7]., TOMCAT; there was also use MySQL as database server [8]. The development tool used in the project was Netbeans 4.1 (of Sun MicroSystems). All of them are free.
The design of the software was made using the corresponding software engineering [9]. and there was used UML (Unified Modeling Language) as a visual support tool.
A special characteristic of the software design it's the carefully use of the powerful properties of Oriented Object Programming (OOP) such as serialization, polymorphism and inheritance.

## Network implementation details

The developed network is based in a bus architecture with lateral extensions (like the branches of a tree). The entire network was made following all the recommendations of the experts in 1-wire protocol, except in the utilization of two cables for the power supply of some devices. These recommendations include all the schematics for each element of the network and the necessary protections. The exception consists in one modification that was made over two useless lines of the UTP cable (the recommended cable by Maxim-Dallas Semiconductors for a 1 -wire network [1].). These two lines were used to send another GND line, and a 12 V line that provides the necessary power for the DS2409 (branches of the network) and some others elements that require so (DS2450 and DS2438, for a better A/D conversion).


Fig.2. Schematic of the circuit implemented to control different devices.
III. RESULTS

## Hardware

The 1-wire network implemented in the monitoring and control system prototype has a length of 10 m . with three lateral extensions each one of 3 m . of length. Each lateral extension has three ports for 1-wire sensors ( 1 m . of separation between ports). Finally, the entire network has a total capacity for 17 elements: 6 DS18s20, 3 DS2409, 5 DS2438 and 3 DS2450. It has to be clear that each DS2450 works as one sensor and as three switches at a time, due to this, the entire network has 14 sensors (the DS2409 are not counted) and 9 control devices (switches. Fig. 3).

## Software

The first software version for the TINI implements almost all the powerful JAVA tools like serialization, polymorphism and inheritance. The program has the capability of recognize each one of the elements plugged to the 1-wire network, register all sensors in the database (this process is completelly automatic), take data from sensors and delivery them to database. Also, the program implements a small server which is used to receive different kinds of petitions like the register of new elements, the actualization of the elements plugged to the network (renew an array which has the directions of the elements) and some other petitions like change the control devices state.

When a control device state is changed, the systems informs to database about the new state of the control device.

Moreover, the software was designed in a way that it's possible to change the time between data acquisition cycles.
The classes (of the software) responsible of the communication between TINI microcontroller and the server implement "sockets" and "serialization".

For each element plugged to the network, the program creates a serializable object (called "Paquete") which contains all the relevant information that the server needs (date and time of the data acquisition, element direction, acquired data or control device state, among others).
After every data acquisition cycle the data is sent to the server by a socket connection. Then, the information just received is saved on the database.
In general, the system spends about 3 s . to acquire data from a single sensor and to fill the corresponding serializable object Paquete. Therefore, the program takes about 45 s . between consecutive data acquisition (and delivery cycles) for the entire implemented 1 -wire network. Figure 4 shows the class diagram of the definitive program implemented on TINI.

## The server

There are two important parts of the system in the server: the server itself and the database. The server is the one who receives the data sent from TINI microcontroller, deserializes the objects, interprets all the information and saves it on database.
There is also a Servlets and JSP container (TOMCAT) in the server, which manages all the applications in charge of the remote system: the data reception and the graphic interface.

Figure 5 shows a general scheme of the entire system. There may be seen the 1 -wire devices network, the 1 -wire network master (TINI), the server (which contains the database and TOMCAT) and the final host. As it can be seen, there are three different kinds of network: The network conformed by 1 wire devices in which the network master is the TINI microcontroller, a network settle with TINI


Fig. 3. Scheme of the 1-wire network implemented.
microcontrollers (each one of them represents a station, for example, for a flower greenhouse, the stations could be: roses, daisies, among others) in which each one of them
communicates with the server and the network in which the final host is placed (Internet).


Fig. 4. Class diagram of the definitive program implemented on TINI.


Fig. 5. System general scheme.

The final host graphic interface was developed using tools like JSP, servlets and Jfreechart.
The web application (Fig. 6) shows the variables and monitoring results and the corresponding state of the control devices. Then, the user may give instructions about the desired state of certain control device. When this instruction is made, the web application communicates with the server and this one sends the control instructions to TINI microcontroller. Then, when the control instruction is received by TINI, it sends a special command to the control device in which it orders to change the device's state and to immediately inform the new state of the element, so the new state could be registered in database and seen in the graphic interface.
Among the results of the multiple tests made in the completely integration of the system, there was found a very stable operation and performance: The program implemented on TINI registered all the sensors plugged on network satisfactory and the acquired data of each one of them were saved correctly on database. The sensors data were observed on the graphical interface from Internet and three different control devices were controlled (a fan, a lamp and a switch).

The system performance was satisfactory. It worked without interruption for 30 days, time in which 270000 data were saved on database, information which took only 24 MB on the server hard disc.

## IV. DISCUTION AND CONCLUTIONS

One of the most important profits is the management and acquisition of new technology like the TINI microcontroller, the 1 -wire elements and 1-wire protocol, this one showed to be very useful in network applications and presented a lot of
advantages because it helps the developer with the calibration of the sensors and the recognition of the elements plugged to the network is easier (thanks to the unique direction of each element). This last factor could be a very difficult matter for other kind of networks, for example, a network settle with serial devices.
The great system adaptability allows its incorporation in different kinds of environment like a house, a laboratory, a greenhouse or an industry. Besides, the developed system has the big advantage of being dynamic; this is because it allows the addition or extraction of an element on the network without any inconvenient while the program is still running. The unique system requirement is that the sensor that it's going to be added, has to be registered in a .txt file in which the TINI microcontroller finds out the variable in specific that each sensor measures. This register could be made from the graphical interface.

The incorporation of a database to the system brings an extra value because besides that the system is doing a monitoring of all environment variables, the information is being saved too, so it could be seen an analyzed in the future and allows a very detailed following of the environment variables for periods even of years.
The implementation of the serialization for the communication between the different system modules is highly convenient because it provides a better security; this is due to the fact that there can only be sent and received correspondent objects of the serializable class "Paquete".
The tests results showed that the system has good stability. This it's very important for applications that need an execution of 24 hours, all days of the year.


Fig. 6. Image of the monitoring and control system graphical interface.

The system was developed using free software tools, this lowed the development cost in a very substantial way, fact that facilitates its implementation in the small and medium companies.

Finally, the system was designed with enough robustness to be highly suitable. In other words, although the implemented network is small, the effort to grown it it's minimum; the reform of the database or software is not necessary, it is just necessary the addition of more stations (or sensors) and in this ones, new 1 -wire networks are implemented. There must to be careful of not exceeding the maximum length ( 500 m .) for a 1wire network.

## V. DEVELOPMENT FRONTS

The entire system is stable and responds to the initial established demands; however, some new demands rose while the system was developed. This new demands are very important for the future system robustness. These future development fronts are:

- Reduction of data acquisition time (actually 3s. per sensor).
- Improvement of the graphic interface.
- Reduction of the calls to garbage collector on TINI software.
- Reduction of unnecessary creations and destruction of objects.
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## Abstract

One of the major challenges of a pervasive environment is the need for adaptation of content to suit a client's specific needs and choices such as the client's preferences, the characteristics of the client device, the characteristics of the network to which the client is currently connected, as well as other related factors. In order for the adaptation to be efficient while satisfying the client's requirements and maintaining the semantics and quality of the content, the adaptation system needs to have adequate information regarding the content to be adapted, the client's profile, the network profile and others. The information regarding the content can be found from the content metadata. This work addresses the issue of content metadata management in a pervasive environment in relation to content adaptation For this purpose, a distributed architecture for the management of metadata of multimedia content is proposed. The proposed architecture consists of components for storage, retrieval, update, and removal of metadata in the system. It also provides interfaces to external components through which metadata can be accessed. In addition, it proposes ways to specify, in the metadata, restrictions on the adaptations that may be applied on the content. This enables the content creator to impose constraints on adaptations that may potentially cause the loss of critical information or a decrease in the quality of the adapted content.

## I. INTRODUCTION

With the advent of wireless communication and the development of mobile computing devices, it is now possible to have access to computing power being virtually anywhere. To make use of this computing power and provide access to information ubiquitously is the subject of pervasive computing [1]. However, as fascinating the idea of pervasive computing is, there are many challenges when it comes to the implementation. In a pervasive environment with many clients with different preferences and with various devices of different nature, it will be difficult to present the same content to all the devices in the same manner. For instance, a client may be using a PDA (Personal Digital Assistant) without graphics displaying capabilities. Another client may be using
a powerful laptop computer. Hence, the client with the PDA can not view a document containing an image while the client with the laptop can. In this case, the system can replace all images with appropriate textual descriptions so that the client with the PDA can access the content of the document. In general, content adaptation is one of the major challenges in pervasive environments. And for content adaptation to be successful, the adaptation system needs to have adequate information regarding the content to be adapted and the user/device to which the content is being adapted. The information regarding the user/device can be found from the client profile and the information regarding the content can be found from the content metadata. Hence, both the client profile and the content metadata need to be properly managed so that the adaptation becomes efficient. This work deals with the management of metadata of multimedia content, particularly in relation to adaptation.

The rest of this paper is organized as follows: section II discusses metadata as well as its use and management in existing systems. Section III briefly discusses the adaptation/delivery infrastructure on which we base our metadata architecture. Our proposed architecture for the management of metadata is presented in section IV. Section V presents constraints on adaptation and how they can be modeled in the content metadata. Section VI discusses the implementation of the proposed architecture and section VII concludes this paper and outlines areas of future work.
II. METADATA MANAGEMENT IN EXISTING SYSTEMS

Metadata can be formally defined as: structured information that describes, explains, locates, or otherwise makes it easier to retrieve, use, or manage an information resource [2]. Usually it is referred to as data about data.

Metadata is useful in providing important information about an information resource without the need to actually access the resource. Especially for multimedia content, metadata provides valuable information. Due to its nature, multimedia content is not
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suitable for exact-match querying. In this case, metadata of the content can be used to perform queries against multimedia content

In adaptation systems, metadata can provide the content adapter with information about the content to be adapted so that the appropriate decision can be made. For instance, if a client using a graphic capable PDA with display dimension of $320 \times 240$ pixels wants to access an image of dimension $500 \times 500$ pixels, the system needs to appropriately adjust the dimension of the image to fit within the display area of the client's PDA. In order to do this, the system needs to know the characteristics of the image such as its height, width, color depth, file format etc. These characteristics of the content are found in the metadata of the content. Hence, the content metadata provides a critical input to the process of content adaptation. Consequently, its proper and efficient management become inevitable.

For instance, in DCAF $^{1}$, a service-based adaptation driven framework developed by Girma Berhe at LIRIS ${ }^{2}$ - INSA, Lyon, metadata is used by the decision engine (a core component that makes decision on the process of adaptation) to determine whether adaptation is necessary or not, if it necessary, what type of adaptation should be carried out, who should perform the adaptation, and so on. In addition, communication between the client and the system also takes place by making use of metadata. That is, the client's request for content is matched against the metadata of existing content and the system also responds by providing the client with the metadata of matching content [3].

We have used DCAF as a base framework to model our metadata management architecture; hence it will be discussed further in the next section.

Similarly, in the ADMITS ${ }^{3}$ project, metadata is used to assist the process of adaptation of multimedia content [4]. In this project, metadata is used to describe variations of a video content, which are results of applying adaptation operations on the video content, and the relationship among the variations and the original content. The metadata also holds adaptation hints that help in the process of adaptation.

However, in both of the above works, the management of metadata is performed as part of the adaptation process. There is no clearly designated component that manages the metadata. In other words, the metadata management is attached to the adaptation process. This does not allow the exploitation of the full potential of metadata. In this work, we propose to detach the management of metadata from the rest of the system. We also propose a metadata management architecture specially for content adaptation purpose. In our

[^11]architecture, the metadata will be separately managed by a designated set of components and it will be appropriately accessed by the other components by means of a standard interface provided by the metadata manager. In this case, it is possible to independently optimize or replace the metadata manager without requiring a change on the other components. Similarly, the other components can be improved or replaced without affecting the management of the metadata, by keeping the interface between the metadata manager and the other components the same.

## III. THE ADAPTATION/DELIVERY FRAMEWORK

Before introducing our architecture for the management of metadata, let us first introduce DCAF, the adaptation/delivery framework that we used to model the metadata management. DCAF is composed of clients, local proxies, content proxies, content servers, adaptation service registries, adaptation service proxies, and client profile repositories (see Fig. 1 below).

The functions of the various components of the architecture are briefly discussed below. The detailed description can be found from [3].


Fig. 1. Service-based distributed content adaptation infrastructure

- Local Proxy: responsible for retrieving client requests and profiles, analyzing client profile and content metadata, planning adaptation strategy, integrating and forwarding adaptation results to the user, caching of adapted content. One of the major components of the local proxy is the Content Negotiation and Adaptation Module (CNAM) which is responsible for creating an optimal adaptation plan according to the delivery context which is generated by analyzing client, content, and network profiles.
- Content Proxy: provides access to the content server, i.e. it provides access to multimedia content and content metadata. It also performs caching of content for efficient access.
- Content Server: stores multimedia content and the associated content profile or content metadata.
- Client Profile: stores profiles of clients. These include user preferences as well as device characteristics.
- Adaptation Service Registry: allows the lookup of adaptation services by storing service profile such as service type, location, supported media formats etc.
- Adaptation Service Proxy: perform content adaptation on behalf of the user or content provider and are implemented as Web Services.


## IV. THE PROPOSED ARCHITECTURE

In this section, we present the proposed architecture for the management of metadata based on the DCAF architecture discussed in the previous section.

## A. Requirements

In order to develop an architecture for metadata management, it is first necessary to outline the issues required from the architecture. Accordingly, we have outlined the following requirements:

- Acquisition/removal of metadata to/from the system. The metadata manager should handle the insertion of metadata into the system when the content is first introduced into the system at the content servers. It should also handle removal of metadata from the system whenever the content is removed from the system in order to avoid the inconsistency of having a description (metadata) of a content that does not exist.
- The metadata management should provide appropriate access to the metadata for the other components of the system that make use of it, for example the CNAM - the component that makes adaptation decisions on a certain multimedia content. For this, the metadata manager should provide a well-defined interface through which users of the metadata can access the metadata in a transparent manner, i.e. the interface should hide the distribution and replication of the metadata as well as its underlying management.
- Updating of the metadata when there is a change on the content. If the content changes and this change affects the characteristics of the content recorded in the metadata, the metadata also have to be updated to reflect this change.
- Generation of metadata for newly created content. An adaptation of a given content produces a new content, which is a version of the original content. This new content should also have a metadata so that it can be used to serve similar requests in the future. The metadata manager should generate the metadata for this new content.
- Caching of metadata. In order to provide fast access to metadata, caching of metadata at the proxies is important. The metadata manager should handle the caching of metadata at the proxies to increase the efficiency of access to the metadata.
- Completing the metadata by extracting missing features. The metadata may not include all the necessary information required to serve client requests or to decide on the process of adaptation. In this case, the metadata manager should further enrich the metadata by employing the appropriate
feature extraction module to extract the missing information.
- Metadata standard conversion. If the metadata of a newly inserted content is represented in a format that is different from the one that is used in the system, then the appropriate transformation (crosswalk) needs to be applied on the metadata in order to make it usable by the system. Hence, the metadata management should employ the appropriate crosswalk module to perform the transformation.
- Incorporating adaptation constraints in the content metadata so that the semantics of the content is preserved after adaptation.


## B. Overview of the architecture

To satisfy the requirements outlined above, we have developed an architecture for the management of metadata in a service-based adaptation driven framework. In the proposed system, the main work of management of metadata is performed by the Metadata Manager (MDM).


UI - User Interface, MDR - Metadata Repository
Fig. 2. The proposed metadata management architecture
The Metadata Manager is a distributed set of cooperating modules that execute operations in order to manage the metadata and to provide appropriate access for whoever needs it through welldefined interfaces (see Fig. 2 above).

The Metadata Manager is distributed at the various places where metadata is located and provides a transparent access to the metadata. These are the content server where content and metadata are originally inserted and stored permanently, the content proxy where content and metadata are cached to facilitate access to the content servers and to better serve similar requests efficiently, and the local proxy where adapted content and metadata may also be cached to increase the efficiency of similar future requests.

In this system, the metadata is stored in the Metadata Repository (MDR) located at the content server. In addition, for efficiency purposes, metadata is kept in caches at the content proxy and at the local proxy. On top of these storage components lies the Metadata Manager (MDM). The MDM is responsible for managing the metadata stored throughout the system (i.e. at the caches and at the MDR) and for providing an interface for accessing the metadata so
that the other components of the system can access and use it. To achieve this, the MDM has different interfaces to external components depending on the location and nature of the components. Furthermore, the MDM has other internal modules that perform additional functions for the efficien management of metadata.

We have introduced a User Interface (UI) component in the architecture for inserting, deleting and updating metadata. The UI component is located at the content server and allows users (potentially metadata experts) to insert new metadat into the system, remove unwanted metadata from the system, or update existing metadata in the system. The UI communicates with the portion of the MDM at the content server to achieve the insertion, deletion, and update of metadata

## C. Components of the architecture

In this section, we outline the components of the architecture in further detail.

## i. The Metadata Manager (MDM)

The Metadata Manager is composed of a number of modules each responsible for performing a certain logical portion of the overall metadata management task, as shown in Fig. 3 below. The modules are the Local Proxy Interface (LPI) responsible for the portion of the metadata management at the local proxy and providing access to the metadata for the local proxy, the Content Proxy Interface (CPI) responsible for management of metadata at the content proxy and serves as a bridge between the local proxy and content proxy, the Content Server Interface (CSI) responsible for the management of metadata at the content server and providing an interface for insertion, deletion, update of metadata, the Feature Extraction Interface (FEI) responsible for completing the metadata by extracting features from the content, and the Crosswalk Interface (CWI) responsible for transforming metadata from one standard to another so that it can be used in the system.

In this architecture, the communication between the MDM and the other components of the system will be conducted through the well-defined interfaces that are provided by the MDM itself. The communication among the three fragments of the MDM, located at the local proxy, content proxy and content server, is done by means of message passing using the Simple Object Access Protocol (SOAP) [5, 6]. SOAP is an XML-based lightweight protocol designed to work with existing Internet and XML open standards [7]. The fact that SOAP is XML based makes it an ideal choice in our case because the metadata that is going to be exchanged is also in XML. Hence, the metadata can be easily transferred among the three fragments of the MDM as a SOAP response message.


FEI - Feature Extraction Interface FEE - Feature Extraction Engine
MDR - Metadata Repository
Fig. 3. The Metadata Manager
The Local Proxy Interface (LPI)
This component of the MDM is responsible for management aspects of the metadata at the local proxy. This involves providing an interface for the responsible component of the local proxy that wants to access the metadata, for instance the CNAM [3]. In addition, the LPI is responsible for caching metadata at the local proxy to increase the efficiency of metadata access. For requests of metadata that cannot be satisfied from the cache at the local proxy, the MDM is responsible for retrieving the required metadata from the neighboring cache, i.e. from the cache at the content proxy. This is achieved by having the LPI forward the request to the Content Proxy Interface (CPI) which is located at the content proxy.

Consequently, the LPI has to provide an interface to external components of the system for retrieval of metadata. This is basically presented in the form of a query against the metadata. The result of this query can be one or more metadata document(s) that satisfy the query or NULL if no metadata that matches the query is found. Hence the interface will have a general form of:
getMetadata (query_parameters) : metadata[ ]
where,
query_parameters is a list of values that can be found in the metadata. For instance, a query can be made using title and keywords as query parameters.
metadata[] is a, possibly empty, set of metadata documents that are returned as a result of the query.

To reply to a getMetadata() query, the LPI performs a query against the cache at the local proxy. If this query returns NULL, the LPI has to forward the query to the CPI through the underlying network. This is achieved by composing a SOAP request message and sending it to the CPI. The request is simply the getMetadata) query, received from an external component of the system, wrapped in a SOAP envelope.

The component of the MDM that receives this message, in this case the CPI, extracts the parameter from the message and performs a local getMetadata() query against its cache. If this local query returns metadata, it wraps it with a SOAP envelope and sends it to the LPI as a SOAP response message. If, however, the CPI cannot find a matching metadata in its cache, it in turn forwards the
request to the SCI as a SOAP request message. Then, it forwards the response it receives to the LPI as a SOAP response.
After receiving the SOAP response message, the LPI extracts the body of the message (i.e. the metadata) and returns it to the component that first initiated the getMetadata() call as a set of metadata documents.

## The Content Proxy Interface (CPI)

This component is responsible for caching of metadata that are previously retrieved from the MDR so that requests for metadata from the LPI are satisfied without going to the MDR. The CPI accepts requests for metadata from the LPI. If it finds the requested metadata in its cache, then it returns it to the LPI. If the required metadata is not found in its cache, the request is forwarded to the MDR at the content server. When the CPI gets the metadata from the MDR, it in turn forwards it back to the LPI. The CPI communicates with the portion of MDM at the local proxy (LPI) and the portion of the MDM at the content server (CSI) by making use of SOAP over the underlying network. The request and response messages take the same form as the ones discussed for the LPI in the previous section and illustrated in Listing 1 and Listing 2, respectively.

## The Content Server Interface (CSI)

This component is responsible for managing the metadata in the MDR located at the content sever, where the metadata is permanently stored. The CSI is responsible for providing an interface to the portion of the MDM at the content proxy, i.e. the CPI. In addition, it communicates with the User Interface (UI) component so that users (potentially metadata experts) can insert, delete, and/or update metadata. Moreover, the CSI is responsible for providing an interface to two other components of the MDM: the Feature Extraction Interface (FEI) and the Crosswalk Interface (CWI) which are responsible for invoking Feature Extraction Engines (FEE) and Crosswalks (CW), respectively. The FEEs extract features from multimedia content that are missing in the corresponding content metadata, while the CWs transform metadata from one standard to another. FEI and CWI are discussed further in the following sections.

The CSI provides different interfaces to different components of the MDM as well as external components of the architecture. First, it has to communicate with the CPI through a SOAP interface in order to accept SOAP request messages and to send metadata documents as SOAP reply messages.

Second, it has to provide interfaces for insertion, deletion, and update of metadata as per the request of the user through the UI. For this purpose the CSI provides the following interfaces:

- For insertion of metadata into the system:
insertMetadata (metadata, error_detail) : status where,
metadata is the metadata document, in XML, to be inserted to the system and status is a boolean flag returned to indicate the status of the operation. If successful, it will have a value of True; otherwise it will have a value of False. Whenever the status flag returns False, the caller can get details of the error that has occurred from the error_detail parameter, which gives a description of the error.
- For removal of metadata from the system:
removeMetadata(metadata_identifier, error_detail) : status where,
metadata_identifier is a unique identifier of the metadata document to be removed from the MDR and status and error_detail have the same meaning and function as for insertMetadata() discussed above.
- For update of metadata:
updateMetadata(metadata_identifier, attribute_list, value_list, error_detail) : status
where,
metadata_identifier is a unique identifier of the metadata document to be updated, attribute_list is an array of attributes (such as title, keyword, etc) of the multimedia content that are to be updated and value_list holds the corresponding values of the attributes in the attribute_list; and status and error_detail have the same meaning and function as for insertMetadata() discussed above.

Third, the CSI has to communicate with the Feature Extraction Interface (FEI) and Crosswalk Interface (CWI) of the MDM. Consequently, it needs to appropriately invoke the interfaces provided by these components. FEI and CWI are discussed in the following sections.

## The Feature Extraction Interface (FEI)

This module is responsible for calling the appropriate Feature Extraction Engine ( $F E E$ ) depending on the needs of the adaptation process. The feature extraction is required to enrich the metadata by including features that are not originally present but are required to fulfill some task. The actual implementation of the various feature extraction engines, however, is outside the scope of this work. In our architecture, we only provide an interface to invoke the appropriate extraction engine depending on the requirements of the system and consume the features that are extracted by incorporating them to the appropriate metadata.

The FEI has to provide an interface through which the CSI can request for feature extraction. For this purpose, the FEI internally maintains a list of FEEs, the corresponding features that are extracted by these FEEs, and the type of multimedia content they extract features from. The list takes the following form: (FEE, content_type, feature_list). The interface provided by the FEI for the CSI takes the following form:
extractFeature(content, content_type,
feature_name_list, feature_value_list, error_detail) : status
where,
content is the multimedia content from which features are to be extracted, content_type is the type of the multimedia content (text, image, audio or video), feature_name_list is the list of features to be extracted from the content, feature_value_list is the value of the features that are extracted from the content (it is empty when the call is made; and may be populated or empty after the call returns),
and status and error_detail have the same meaning and function as for insertMetadata() discussed above.

The FEI consults its internal list of FEE - feature_list pairs to determine which FEE(s) to invoke in order to reply to an extractFeature() call. There may not be an FEE that can extract all the requested features in the feaure_name_list. Hence, the FEI may need to invoke several FEEs to carry out one extractFeature() call.

## The Crosswalk Interface (CWI)

This component of the MDM is responsible for transforming metadata from one standard to another. This is important because the content adaptation/delivery system may employ a certain metadata standard but the metadata of a content can, possibly, be inserted into the system in a format different from that used by the system. For this purpose, the CWI invokes the appropriate crosswalk ( $C W$ ), that transforms the new metadata from its current standard to the standard used by the adaptation system, and inserts the resulting metadata into the Metadata Repository.

As there are several standards for metadata, there are (and will be) several crosswalks that implement the transformation of metadata from on standard to another. As in the case of the feature extraction engines, the implementation of the various crosswalks is outside the scope of this work. It should be performed by professionals who have a deep knowledge and experience in the various metadata standards [8]. Hence, the architecture is kept open in this regard by providing welldefined interfaces to invoke the appropriate crosswalk and make use of the result.

The CWI maintains a list of all the Crosswalks (CW) that it has under it. The list takes the form: (CW, from_standard, to_standard) and it keeps on growing as new CWs are introduced into the system. It is consulted when a request for a standard conversion is received from the CSI. For the CSI to be able to forward such requests, the CWI provides the following interface:
convert_standard(metadata, from_standard, to_standard, error_detail) : status
where,
metadata is the metadata document that is to be converted to a new standard, from_standard is the current metadata standard of metadata, to_standard is the target metadata standard to which metadata is to be transformed, and status and error_detail have the same meaning and function as for insertMetadata() discussed above

## ii. The Metadata Repository (MDR)

The Metadata Repository is where the metadata is stored. The metadata is going to be represented in XML. Hence, the MDR is responsible for storage of metadata encoded in XML.

In our architecture, the content of the metadata is categorized into three parts. The first part contains general information that can be used for querying. These include properties such as title, content type, keywords, description, date of creation,
creator, etc. The second part contains technical information that is used in the process of adaptation. Such information is different for the different media types. Color information of images and videos, bit rates of audio, frame rates of videos are examples of content characteristics that fall in this second category. The third part contains constraints on adaptations that may be applied on the content. These are information that need to be taken into consideration when adapting the content (further discussed in the next section).

This classification of the content in the metadata facilitates the storage of metadata documents in databases tables. With this approach, each of the attributes in the first category can be considered as columns in the table while the attributes in the second category are stored under one column. The attributes in the third column too are stored under a single column. This simplifies the storage of the metadata in existing relational tables and facilitates querying for metadata documents using the SQL language through existing database programming interfaces. When a query for a metadata document is performed, the result of the query is a metadata document (in XML format) composed of the attributes from the three categories. Hence, the classification of the contents of the metadata content is hidden from the other components of the system. As far as the other components are concerned, the metadata is inserted and retrieved as a complete XML document.

When a new metadata is inserted into the system, the CSI parses the XML document and identifies the three categories of the content of the metadata discussed above and inserts them to the database.

When metadata is no more needed, the MDM will remove the metadata from the MDR and/or the caches. For instance, if a multimedia content is removed from the content server, then the Content Server Interface (CSI) will remove the associated metadata from the MDR and will inform the Content Proxy Interface (CPI) and Local Proxy Interface (LPI) to remove any cached metadata of the removed content from their caches. This avoids the presence of metadata that describe a content that does not exist in the system.

When content is updated at the content server, the CSI updates the corresponding metadata at the MDR and informs the CPI and LPI to remove cached metadata of the updated content from their caches. This avoids potential inconsistencies that may occur due to the presence of different metadata for a single content. Since multimedia content is not likely to be updated very frequently, this does not impose a serious drawback on the system performance. As another alternative, the updates may be transmitted to the caches so that any cached metadata is updated accordingly. This ensures that caches are still available and are up-to-date. However, additional processing of metadata is required at the proxies to update the document in the cache. Hence, the former approach is employed in the implementation of our architecture for experimental purposes.

## V. ADAPTATION CONSTRAINTS IN METADATA

Metadata for multimedia content contains a wide variety of information about the characteristics of the document. Such information is useful when making decision on the adaptation of the document based on a user's criteria. In this work, we consider
the following common characteristics of each media type (text, image, audio, and video) to be included in the associated metadata, as shown in Table 1. But it should be understood that the metadata of multimedia content can contain far more characteristics depending on its applications [9]. The number and type of features also increases from time to time depending on various factors such as requirements of applications, availability of extraction tools, etc. Furthermore, depending on the domain of the application that is using the metadata, far more domain specific features of the content may be included in the metadata.

The main concern of this work is the usage of metadata for content adaptation. That is, the metadata should be managed in such a way that the appropriate decision, regarding the adaptation of the content, can be made. In this aspect, the metadata provides the necessary information about the content. In addition, it can also contain information regarding the types of adaptation that could and could not be applied on the content. Such information can be incorporated by the owner/creator of the content into the metadata so that the necessary information is not lost during adaptation, i.e. the semantics of the content is preserved after the adaptation.

TABLE 1
PROPERTIES OF MULTIMEDIA CONTENT INCLUDED IN METADATA

| Text | Image |
| :--- | :--- |
| Title | Title |
| Creator | Creator |
| Date | Date |
| Format (doc, pdf ...) | Format (gif, jpeg ...) |
| Size | Size |
| Language | Dimension (h X w) |
| URI | Color depth |
| Description | Description |
| Abstract | Keywords |
| Keywords | URI |
| Category | Category |
| Audio | Video |
| Title | Title |
| Creator | Creator |
| Date | Date |
| Format (mp3, wav ...) | Format (mpg ...) |
| Duration | Duration |
| Size | Size |
| Language | Language |
| Genre | Color |
| Bit rate | Frame rate |
| Category | Dimension (h X w) |
| Description | Category(movie, news ...) |
| Keywords | Description |
| URI | Keywords |
|  | URI |

In particular, such information is critical in sensitive domains, such as the medical domain, since the multimedia content can be used for diagnosis purposes. For example, a description about a patient's medical history may be written in English. In order to be used by a physician who does not speak English, it needs to be translated to a language he/she can understand. But since the automatic language translation services currently available are not very reliable, the creator of the content may include a "don't translate" restriction in the metadata of the document. Hence, the physician who
doesn't speak English needs to have the document translated by an appropriate human translator.

Less restrictive constraints can also be included in the metadata by the creator. For example let's consider a medical image with color depth of 24 bits. The image may contain information that is visible in high color depth values only. Hence, the creator may include a restriction such as "don't reduce color depth below 8 bits" in the image metadata. In this case, a color-reduction adaptation is possible but it should not reduce the color depth of the image below 8 bits. Another example of such a restriction can be seen regarding the dimension of the image. A "don't resize below $40 \%$ of the original size" constraint may be included in the metadata to prevent the reduction of the image dimension below a reasonable size which makes the image unusable due to loss of critical information.

Decrease in quality is also another reason for including constraints on adaptation (for example, reducing the bit-rate of an audio content)

In addition, the creator of the content may want the content to be adapted by a specific adaptation service. For instance, if the creator of a text content trusts only service X for language translation adaptation, he/she may include a constraint in the text metadata saying that the text should be translated by service $X$. The reason for selecting a specific service could also be due to security, financial, legal or other reasons. However, regardless of the reasons, the creator of the content should be able to include such type of constraints in the content metadata.

The modeling of adaptation constraints in the metadata that we propose can be precisely described using XML syntax so that it can be used by humans as well as machines. The constraint is incorporated into the metadata by humans who created the content and it is used by software that decides on the process of adaptation of the content. Hence, they need to be expressed in a format understandable by both, XML. Since the content metadata is also expressed in XML, incorporating the constraints into the metadata will not require much effort.

For this purpose, the following scheme is used. Listing 1 below shows a part of the metadata DTD for a multimedia content that concerns adaptation constraints. The DTD is defined based on the restrictions regarding a limited number of adaptation types on the four media. Namely, for text media: Text summary and Language translation; for image: Resizing and Color depth reduction; for audio: Bit rate reduction; for video: Resizing and Color reduction. This model does not exhaustively cover all the possible adaptation types, instead it considers a few, but common adaptation types on the four media types. However, the technique can be used to model constraints for a number of adaptation types that exist currently or that may come to existence in the future.

<!ELEMENT constraint (prefered_service*, ((reduce_bitrate?, stereo-tomono?)|
(resize?, reduce_color?) |(translate?, summarize?)))>
<!ELEMENT prefered_service (service)>
<!ATTLIST prefered_service adaptation_type CDATA \#REQUIRED> <!ELEMENT service EMPTY>
<!ATTLIST service uri CDATA \#REQUIRED>
<!ELEMENT resize EMPTY>
<!ATTLIST resize min_size CDATA \#REQUIRED>
<! ELEMENT reduce_color EMPTY>
<!ATTLIST reduce_color min_color CDATA \#REQUIRED>
<!ELEMENT reduce_bitrate EMPTY>
<!ATTLIST reduce_bitrate min_bitrate CDATA \#REQUIRED>
<!ELEMENT stereo-to-mono EMPTY>
<!ATTLIST stereo-to-mono allow (yes|no) \#REQUIRED>
<!ELEMENT translate EMPTY>
<!ATTLIST translate allow (yes|no) \#REQUIRED>
<!ELEMENT summarize EMPTY>
<!ATTLIST summarize allow (yes|no) \#REQUIRED>
Listing 1. A DTD for modeling adaptation constraints in metadata
Based on this DTD, we can formally express constraints on adaptations in the metadata of the content. For example, for a text document that should not be translated, we can have: <constraint>

> <translate allow = "no"/>
</constraint>

## VI. IMPLEMENTATION AND RESULTS

The prototype developed in this work particularly aims at implementing the proposed metadata architecture in order to demonstrate its role in supporting the adaptation and delivery of content to clients. In addition, other components of the adaptation/delivery framework were also implemented to create an environment in which the metadata management can work.

Using the prototype, users can search for content based on various criteria. For this purpose, it provides an interface for the user through which he/she can login and select his/her device profile. After the user is logged in, he/she will be presented with a search interface that enables searching for content. The result of the search is a list of metadata that match the search criteria (Fig. 5). The user can then select and view (possibly after being adapted) one of the contents based on the information in the metadata.


Fig. 4. A metadata search result
The implementation is carried out using Java Servlet technology with MySQL database.

## VII. CONCLUSION AND FUTURE WORK

In this work we have addressed the issue of metadata management in a pervasive environment by developing an architecture that facilitates the management of metadata. The architecture is composed of a distributed Metadata Manager, a Metadata Repository, metadata caches, and a User Interface. The Metadata Manager manages the metadata in such a way that as much information about the content as possible is supplied to the components of the adaptation/delivery framework that make use of the metadata. In addition, the metadata also provides information about the restrictions on the adaptation.

The modeling of constraints, however, could still be further studied to incorporate more constraints and to further generalize the modeling of constraints in metadata. In addition, with the popularity of web services, Feature Extraction Engines (FEE) and Crosswalks (CW) could be implemented as web services, in which case our architecture should also be appropriately improved to provide interfaces to invoke these services.

Regarding the implementation, we simulated most of the components of DCAF because we could not integrate our prototype with that of DCAF. Hence, the next step will be to incorporate our prototype into the prototype of DCAF and perform experiments so that the architecture can be further fine tuned.
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#### Abstract

A common metric used for the assessment of overall reliability, in a memory hierarchy is the Mean Time To Failure (MTTF), but it doesn't take into account for the time of data storage in each level. We propose another metric, Data Loss Rate (DLR), for this reason. We will derive a recurrent formula for computing DLR, and we will validate it by computer simulation.


## I. InTRODUCTION

Memory hierarchy is very important in a computer system. Practically if a computer system has a fast and efficient processor, if the memory hierarchy is slow and inefficient, memory access bottlenecks will arise and the overall system performance will be low. For this reason in any system design an adequate attention should be paid to the design of memory hierarchy subsystems, such as memory interface, cache, paging mechanism, TLB, CPU memory hierarchy support registers.

The memory devices of a computer system are organized in a hierarchy in order to achieve a good rate between performance (i.e. low access time) and cost per bit. A typical memory hierarchy of four levels is shown in figure 1. Proceeding down the memory hierarchy, its reliability improves owing to the storage technology in different levels. There is of course a tradeoff between high reliability and performance, which is influenced beside the construction, by the transfer policy used among levels.

Transfer policy is important because it directly affects the reliability of the overall hierarchy. A straightforward possibility is to write through to the most reliable, lowest level every time a data is transmitted from the CPU. This policy offers good reliability, but bad performance (high overhead for transferring data). On the other extreme, there is possible to write back data to lower level only when needed (for instance based on the amount of data in a level). This method yields a more reduced reliability (as data stays longer in a less reliable level), but better performance (less overhead for transferring data). At last, the third possibility is the delayed write, when data is written from level L to level $\mathrm{L}+1$ after a time denoted delay $_{\mathrm{L}}$. So delay ${ }_{L}$ is the age of the data before it leaves level $L$ and is written to level $\mathrm{L}+1$. We can observe that delay ${ }_{\mathrm{L}}$, monotonically increase with L. This is an acceptable compromise be-
tween the previous two methods and we will consider only this policy from this point forward. [4].

Computer systems are composed of several types of storage, each with different degrees of reliability. We have obvious reasons for using a combination of storage devices with different reliability and performance. As example a backup tape is not fast enough, and a DRAM memory is not typically reliable enough to store all files.


Figure 1.
II. Dlr And Mttf Metrics

In order to evaluate the overall reliability of the hierarchy, some metrics are needed. One such a commonly used metric is MTTDL (Mean Time To Data Loss), which represents, in essence, the MTTF (Mean Time To Failure) of the whole hierarchy. Assuming a serial reliability block diagram of the system and for each level an exponentially distributed time to failure with a given MTTF ( MTTF $_{\mathrm{L}}$ for level L), MTTDL for a hierarchy of N levels can be computed with the equation (1).
However MTTDL is quite general and does not distinguish between the amount of data loss depending on the level where a failure occurs. For this reason a second metric, the DLR (Data Loss Rate) is proposed, which represents the fraction of data lost over time due to failures in the storage hierarchy.

$$
\begin{equation*}
\text { MTTDL }=\frac{1}{\sum_{\mathrm{L}=1}^{\mathrm{N}} \frac{1}{\mathrm{MTTF}_{\mathrm{L}}}} \tag{1}
\end{equation*}
$$

Unlike in [1], for computing DLR we have used the following principle:

No. losses in $\mathrm{L}=$ No. losses due to $\mathrm{L}+$ No. losses due in $(\mathrm{L}+1)$ [ No. losses in L induced from a loss in ( $\mathrm{L}+1$ ) - No. losses already produced in L from those induced by $(\mathrm{L}+1)$

On this basis we have obtained the following more accurate recurrent formula:

$$
\begin{equation*}
\operatorname{DLR}_{\mathrm{L}}=\frac{\text { delay }_{\mathrm{L}}}{\mathrm{MTTF}_{\mathrm{L}}}+\operatorname{DLR}_{\mathrm{L}+1}\left(1-\frac{\text { delay }_{\mathrm{L}}}{\mathrm{MTTF}_{\mathrm{L}}}\right) \tag{2}
\end{equation*}
$$

where, $\mathrm{DLR}_{\mathrm{L}}$ denotes the data loss rate in level L . (This formula does not allow to take in computation
a further error in a data item already corrupted in a previous level.) The last level is a special case, because it has no lower level where to transmit data. For this reason, we should consider $\mathrm{MTTF}_{\mathrm{N}}=\infty$, which yields $\mathrm{DLR}_{\mathrm{N}}=0$ (otherwise data loss rate of the whole system would be $100 \%$, as all data will be lost in time).

## III. Simulation

In order to validate our model we have done a Monte Carlo simulation of the states of data in the memory hierarchy. The inputs of our program are: N (number of levels), $\mathrm{MTTF}_{\mathrm{L}}$, delay $_{\mathrm{L}}, \mathrm{n}$ (number of runs). The output is DLR. For generating random failure times in each level we considered an exponential distribution of failure times according to the following cumulative distribution function

$$
F_{L}=1-e^{-\lambda L^{t}}
$$

where $\lambda_{L}=1 / \mathrm{MTTF}_{\mathrm{L}}$ represents the failure rate of level L. In order to obtain a random failure time for level $L\left(t_{L}\right)$, starting for uniformly selected random variable $u \in[0,1]$, we can write:

$$
\begin{aligned}
& \mathrm{u}=1-\mathrm{e}^{-\lambda_{\mathrm{L}} \mathrm{t}_{\mathrm{L}}} \\
& { }^{\mathrm{t}} \mathrm{~L}=\frac{1}{\lambda_{\mathrm{L}}} \ln \frac{1}{1-\mathrm{u}}
\end{aligned}
$$

The partial results for some simulations are given in table 1a,b,c

| Run No. | 1 | 2612 |
| :--- | :--- | :--- |
| t 1 | 20416098 | 28085836 |
| Success <br> $\mathrm{t} 1>2$ | 1 | 1 |


| t 2 | 67086060 | 200 |
| :--- | :--- | :--- |
| Success <br> $\mathrm{t} 2>300$ | 1 | 0 |
| t 3 | 41379366 | 21943970 |
| Success <br> $\mathrm{t} 3>86400$ | 1 | x |
| t 4 | 2551845032950944200 | 1740184782032714500 |
| Success <br> $\mathrm{t} 4>1576800000$ | 1 | x |
| DataLossRate[\%] | 0.000000000 | 0.038284839 |

Table 1a. DLR calculated in run number 1 and 2612

| Run No. | 4733 | 4919 |
| :--- | :--- | :--- |
| t 1 | 17793714 | 60183794 |
| Success <br> $\mathrm{t} 1>2$ | 1 | 1 |
| t 2 | 16958944 | 65691306 |
| Success <br> $\mathrm{t} 2>300$ | 1 | 1 |
| t 3 | 78575 | 23102 |
| Success <br> $\mathrm{t} 3>86400$ | 0 | 0 |
| t 4 | 15732256004728312000 | 3165487150413436900 |
| Success <br> $\mathrm{t} 4>1576800000$ | X | x |
| DataLossRate[\%] | 0.105641242 | 0.121976011 |

Table 1b. DLR calculated in run number 4733 and 4919

| Run No. | 4999 | 5000 |
| :--- | :--- | :--- |
| t 1 | 2845723 | 22188127 |
| Success <br> $\mathrm{t} 1>2$ | 1 | 1 |
| t 2 | 23453231 | 32012677 |
| Success <br> $\mathrm{t} 2>300$ | 1 | 1 |
| t 3 | 143679403 | 31884861 |
| Success <br> $\mathrm{t} 3>86400$ | 1 | 1 |
| t 4 | 15015473684324770000 | 45659748193829200000 |
| Success <br> $\mathrm{t} 4>1576800000$ | 1 | 1 |
| DataLossRate[\%] | 0.120024005 | 0.120000000 |
| Table 1c. DLR |  |  |

Table 1c. DLR calculated in run number 4999 and 5000
In tables 1a and 1 b we cam observe that the DLR is 0 from run number 1 until run number 2611. When we get the first $\mathrm{t}_{\mathrm{n}}<$ delay $_{\mathrm{n}}$ we begin to calculate DLR. In our example in run number 2612, $\mathrm{t} 2=200$, and the relation $\mathrm{t} 2>300$ is false, the DLR calculated is 0.038284839 \%. In run number 4733, DLR calculated is $0.105641242 \%$ and in run number 4919 we get the value $0.121976011 \%$ for DLR.

The DLR in run number $i$ is given by :

$$
\operatorname{DLR}_{i}=\frac{\overline{Z_{1}}+\overline{Z_{2}}+\ldots \overline{Z_{i}}}{i}
$$

where $i$ is the number of run and $Z_{i}$ is 1 if we get a success $\left(\mathrm{t}_{\mathrm{i}}>\right.$ delay $\left._{\mathrm{i}}\right)$ and 0 else.

We have considered a number of $\mathrm{n}=5000$ simulation runs. The comparative results between mathematical model DLR and simulation DLR for different cases are centralized in table 2. It can be observed that the relative error ( $\varepsilon$ ) between analytically DLR and simulated DLR is $3.38441401 \%$ in first case and $3.34568939 \%$ in the second case. Our recurrent formula for computing DLR is better that formula used in [1] because the difference between is analytically DLR and simulated DLR is under 3.4\%.

| LEVELS | 4 | 4 |
| :--- | :--- | :--- |
| MTTF LEVEL[s] | 25920 | 25920000 |
|  | 504576 | 50457600 |
| 756864 | 75686400 |  |
|  | 92233720368547758 | 9223372036854775800 |
| DELAY LEVEL[s] | 2 | 2 |
|  | 300 | 300 |
|  | 86400 |  |
| 1576800000 | 15700 |  |
|  | 11.46819529 | 0.11474915 |
| DLR model[\%] | 11.08006408 | 0.11858830 |
| DLR simulated[\%] | 3.38441401 | 3.34568939 |
| Epsilon[\%] |  |  |

Table 2. Comparative results between mathematical DLR and simulated DLR

## IV. Example

As an example, let us consider a memory hierarchy of four levels. For the data given in table 3, we have computed MTTDL and $\mathrm{DLR}=\mathrm{DLR}_{1}$ using equations (1) and (2). MTTDL of the whole hierarchy is not affected by the transfer policy between levels and is dominated by the cache boundary. For the assumed delayed-write policy, the resulting data loss rate is $0,1163 \%$, that is about 10 hours of data loss per year.

This rate is dominated by the infrequent backing of data to tape. It is interesting to note, that increasing the reliability of a level, we can leave data to stay more time in that level, while maintaining the same overall data loss rate.

| Level | MTTF | Delay |
| :--- | :---: | :---: |
| 1. Cache | 10 month | 2 s |
| 2. Memory | 1.6 years | 5 min |
| 3. Disk | 2.4 years | 1 day |
| 4. Tape | 50 years | $\infty$ |
| MTTDL $=5.3$ month <br> DLR $=0.001163$ |  |  |
| Table 3 Overall MTTDL and DLR of memory hierarchy |  |  |

Table 3 Overall MTTDL and DLR of memory hierarchy.

## 5. CONCLUSIONS

In this paper we have used the metric Data Loss Rate instead of MTTF as a metric for evaluating the overall reliability of a memory hierarchy. It takes into account for the transfer policy between levels and is easy to compute based on our recurrent formula. Our model was validated by computer simulation. In an example we have demonstrated the usage of DLR, which allow us to consider the tradeoff between reliability and performance.
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#### Abstract

In order to conceive and design cooperative information systems to better adapt to the dynamics of modern organizations in the changing environment, this paper explores the requirements and approaches to build "living" cooperative information systems for virtual organizations -- both in terms of system flexibility and co-evolution of organization and information systems. The object of our case study is the Beijing Organizing Committee for the Games of the XXIX Olympiad. To meet the requirements of "living" cooperative information systems in the context of virtual organizations, we propose a unified peer-to-peer architecture based on the foundational concepts and principles of Miller's Living Systems Theory, which is a widely accepted theory about how all living systems "work". In our system framework, every peer belongs to one of the 6 organizational levels, e.g. peers, groups, organizations, communities, societies, supranational systems. Each level has the same types of components but different specializations. In addition, every peer has the same critical subsystems that process information. The case studies show how our architecture effectively supports the changing organization, dynamic businesses, and decentralized ownerships of resources.
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## I. Introduction

Virtual Organization (VO) generally refers to a new organizational form characterized by a temporary or permanent collection of autonomous individuals, groups, or organizations that share a common goal and work across space, time, and organizational boundaries made possible by the use of information and communication technologies to achieve the common goals. It is less rigidly structured and much more flexible than classical organizations. The business rationale for creating VOs in almost all cases is to address rapid change in a turbulent business environment. However, in all cases the turbulent business environment is a business environment where business change occurs faster than the involved organizations can change themselves. A successful business is constantly adapting to change, and therefore so should the information systems, which must support rather than hinder this changeability. Therefore, what is required for "living" businesses in the changing world are "living" information systems, which should be more flexible to respond quickly to the needs of business as they evolve.

However, how information systems can be conceived and
designed to better adapt to the dynamics of modern organizations -- both in terms of system flexibility and coevolution of organization and information systems, and thereby improve their performance, effectiveness, and satisfaction -- are significant challenges. This paper was motivated by the author's own experiences in designing cooperative information systems (CIS) to support distributed cooperative work in the Beijing Organizing Committee for the Games of the XXIX Olympiad (BOCOG), which employs hundreds of people to start its work with a period of planning followed by a period of organization that culminates in the implementation or operational phase. The objective of the work presented in this paper is to explore the requirements and approaches to build "living" cooperative information systems (LCIS) for VOs. For this purpose, BOCOG becomes the object of our case studies.

The remaining of this paper is organized as follows. Section II introduces the example of VOs, BOCOG. Then we develop detailed requirements of LCIS for VOs in section III. In section IV, Miller's Living Systems Theory is introduced to describe the "living" nature of the LCIS. In section V, a novel unified peer-to-peer conceptual architecture is proposed to meet the derived requirements, and the case studies in section VI briefly show how our architecture effectively supports the changing organization, dynamic businesses and decentralized ownerships of resources. Section VII describes related work. Finally, section VIII concludes this paper and outlines our topics for further research.

## II. BOCOG: An Example Of Virtual Organizations

Olympic Games require a tremendous investment of human, financial, and physical resources from the communities which stage them. The dynamic characteristics of VOs (e.g. flexible boundaries, complementary core competencies / the pooling of resources, spatial dispersion, dynamic memberships, variable longevity, electronic communication) [1] in our opinion, are inherent to BOCOG, too.

## A. Background

BOCOG was established on December 13, 2001, five months after Beijing won the right to host the 2008 Games [2]. From the time of its constitution to the end of its liquidation, BOCOG must comply with the Olympic Charter, the contract entered into between the International Olympic Committee (IOC), the National Olympic Committee (NOC) and Beijing
(the Host City Contract) and the instructions of the IOC Executive Board. According to the definition of VO presented in section I, BOCOG is a virtual organization, where the "virtuality" consists of the fact that BOCOG is a network of many organizations (e.g. IOC, International Sports Federations (ISFs), International Paralympics Committee (IPC), Government, China State Sports Administration Bureau (CSSAB), Coordination Committees (CCs), media, partners, sub-committees (Shanghai, Shengyang, Tianjing, Qingdao, Qinhuangdao)), who make full use of social resources to build small or large teams to work on specific projects (see Fig. 1). There are some teams working close within one office or one building at the same physical location. Others spatially span over organizations, cities, and even countries.

Internally, BOCOG currently consists of 18 departments looking after everything from venue planning to environmental management [2]. Every department usually sets up several divisions to manage specific projects separately. The hierarchical internal structure of BOCOG is showed in Fig. 2.

## B. Characteristics

Every Olympic Games can be seen as a learning experience, for host cities and nations, for the Olympic Movement and for sport at large. Especially, this is the first time for China to hold Olympic Games. In this section, we describe the dynamic characteristics of BOCOG that arises from three areas of concern -- organization, businesses, and resources.

- Organization is changeful

BOCOG start its work with a period of planning followed by a period of organization that culminates in the implementation or operational phase. During this process, BOCOG will adjust organizational structures step by step to satisfy the increasing requirements of organizing activities. The organization has the following characteristics:

Organizations are purpose-driven. BOCOG are formed for specific reasons and with clear overall common goals and objectives in mind. All members have agreed on these goals and objectives. Each participant in this collaborative effort plays different roles, contributes to the realization of the end goal, and forms a link in the functional process of Olympic Games. Besides, the lifetime of BOCOG is explicitly restricted; it will be dissolved when its overall goal has been achieved in 2008.

Organizational structure is dynamic. From the outside, the external structure of BOCOG (see Fig. 1) may change continuously. For example, it may extend if additional tasks are identified which cannot be covered by existing members or if an external organization seems to be a useful supplement for the Olympic Games. From the inside (see Fig. 2), it has to deal with a permanent demand driven restructuring process with respect to functional units like divisions or departments. By the year 2008, there will be more than 30 departments under the BOCOG umbrella [2]. In addition, with the completion of sport venues and several new management centers that are built out to meet the functional requirements of Olympic Games, BOCOG may change its current co-located management mode into venue-centered distributed operation mode.


Fig. 1: The external structure of BOCOG


Fig. 2: The internal structure of BOCOG

Olympic Games bring people with often diverse backgrounds. It involves a large, varying, and indeterminate number of participants. The total number of BOCOG staff is expected to reach around 4,000 by 2008 when the Olympic Games are held. Besides, about 60,000 volunteers will be employed to provide kinds of public services to Olympic family. Issues such as the attitudes, beliefs, customs, desires, and expectations of people, can have a great impact on organizations and the task performed. The members change quite often, and more importantly all members are not known from the beginning.

## - Businesses are dynamic and uncertain

Work is a situated activity, and therefore its organizational context is the context of the processes within which it is performed. The organizational context of BOCOG is subject to changes and undergoes changes with different speed and different visibility, which cause various influences on work performed in BOCOG. For example:

Most business processes are uncertain. The uncertainty of a business process relates to the difficulty of predicting the individual circumstances of the business process, the tasks, and resources that the business process requires [3]. As a result of a high level of uncertainty, the specific activities required to perform a business process cannot easily be predicted up front, and even at the time of process occurrence,
a significant amount of individual judgment might be required regarding the most appropriate measures to be taken. Such consensus is learned from experience by members of BOCOG every day. Moreover, the policies of government can affect organizations, too.

There is a strong need of a decentralized control of business activities. This is because organizational culture or work practices are seldom uniform throughout the organization. Collaboration in work is often changing and can take many forms. Some elements of the process may be consistent and well understood. Others may be ad-hoc, highly dependent on information associated with that work instance or subject to the surrounding context of the activity. Well understood elements of a work process may be automated or nearly automated, while others, such as planning and problem solving, may require significant human involvement to complete.

Processes involve a number of organizations, resources, and applications. In BOCOG, most business processes are composed of tasks involving a number of organizations, databases, and specialized applications. The activities within BOCOG often interact across organizational boundaries, e.g. interaction with customers, relationships with partners, and work performed by outside contractors. Within the overall process, the tasks are related and share various control, data, and temporal dependencies. Moreover, the role of a member of cooperative work often changes during the development of business processes.

## - Resources are dispersed

Resources, which are produced and used by participants during their activities, play an important role in coordination and communication.

Resources are variable. In BOCOG, a large amount of data, represented in various formats and in different languages, are generated or received every day and stored in different types of data sources, e.g. pre-relational or relational DBMS or even flat files, which are dispersed via a heterogeneous network. In addition, different departments and organizations have their own information systems, with their own idiosyncratic representations, for managing their resources.

There is a decentralized ownership of resources. Organizations join the Olympic Games intentionally. Each organization attempts to maximize its own profit within the Olympic Games. This implies that they are intended to and will remain autonomous and independent. They control how their resources are consumed, by whom, at what cost, and in what time frame. Within an organization, there is also a decentralized ownership of the tasks, information, and resources managed by different organizational units involved in the business process.

Different stakeholders require different views of resources. Stakeholders may be technical or non-technical, both inside and outside an organization. Likewise, tools, techniques, management styles, work ethics, and environments vary across organizations. Each of these may require presentation to an end-user in different ways or highlighting different aspects or importances.

- Summary

Across our general observation regarding above three areas of concern, it seems that continuous change is the one constant theme in all of them and affects each other. We are aware that all of these problems described above are not problems pertaining to BOCOG. Actually, most of the problems appear in classical organizations, too.

## III. REQUIREMENTS

CIS are described as "next generation information systems" in the literature [4], and the paradigm of CIS has been growing and gaining substance in technological infrastructure (e.g., middleware and Web technologies) and application areas (e.g., Business Process Management, e-Commerce, e-Government, and VOs) [5]. Enterprise CIS is a dynamic mix of organisation (people), businesses, and resources. However, current research communities focus on one or, at best, two of the three aspects as described in section II. During our investigation of BOCOG, there is an urgent need to develop information systems capable of supporting and managing change in all its manifestations and ramifications. This section describes the requirements of LCIS.

## A. Why Living?

Information systems have become the backbone of modern organizations. While information systems and the means of their development have improved over the last 30 years, it may be argued that many systems, if not all, are disappointed. High profile system and project failures, alongside increasing development and maintenance costs, bear witness to this [6]. This disappointment is mostly with the customer, be that the user or the owner, but also with the analysts and developers.

One reason is the project-based nature of development [7]. A project-based approach is inherently finite time horizon driven whereas the environment is infinite horizon. This generates a number of differences between the desire to build something, and the need to make it work. Another important reason is the constantly changing nature of the environment, where "every feature of social organization -- culture, meaning, social relationships, decision processes and so on -are continually emergent, following no predefined pattern" [8]. One problem the information systems specialist has often to face is that, when a specific information system is delivered, the organizational model at that time is frequently different from the initial model due to the dynamic nature of organizations and changes in the environment [9].
Today's business environment is becoming more complex, organisations are facing increased competition, global challenges, and market shifts together with rapid technological developments. A successful business is constantly adapting to change, and therefore so should the information systems, which must support rather than hinder this changeability. The problem then is not how to build information systems which share goals with their organizational environment, human users, and other existing systems at some time point. Rather, the problem is how to build information systems which continue to share goals with their organizational environment,
human users, and other existing systems as they all evolve. Therefore, what is required for "living" businesses in a changing world are LCIS, which should be more flexible to respond quickly to the needs of business as they evolve.

## B. The Requirements

Enterprise information systems are, by their very nature, large and complex. A LCIS is not a collection of databases, applications, and interfaces. In order to be able to continually support organizations, the design, implementation and use of LCIS must reflect and support the continuously ongoing changes as described in section II. In our opinion, a LCIS must have the following characteristics to be effective:

- Extensible. Not everything needs to be, and often cannot be, known beforehand, especially in the changing environment. As mentioned in section II, user requirements are inherently uncertain and rarely static. User requirements evolve not only during the software development but also during the testing and use of the system [10]. In addition, the number of possible exceptions is very large; their scope and the great variety of possible contexts make it practically impossible to specify all exceptions statically and in advance. Furthermore, when information system is introduced, it changes users' work [11]. Therefore, if the modules of LCIS are "plug-and-play" compatible, the systems can thus be constructed from parts and survive over time, and survive reuse in multiple environments.
- Autonomous. People are demanding more autonomy, and more sense of ownership, shared power and participation [12]. As described in section II, there is a decentralized ownership, control, and perspective of different resources. The differences present between group members -- their varying roles, needs, skills -- and the differences between groups as a whole are a serious obstacle to achieving uniform acceptance and use of the systems, especially when the systems treat all people and groups identically. Each of these may require the systems to support different levels of freedom and current working customs in cooperative network, as well as necessary constraint.
- Accessible. To accomplish their work, people need to not only access data distributed in the various sources from both inside and outside the organization, but also use various tools/systems developed by different technologies to manipulate data and contact people. That is, end-users require to access resources independent of time and space distances. To enable "the right information to the right people at the right time", it requires seamless connections among people, software agents, and various kinds of IT systems.
- Dynamic. A key feature of the LCIS is that the systems (and the models) accurately represent the organization at all times. As business processes and organization models change, such changes need to be reflected in the system behavior. However, as time passes and an organization changes, the more likely it is that the system does not accurately represent the current organizational environment. The system must maintain currency to provide value to the organizations and members. In this way, the systems drive the organizations and
the organizations drive the systems. This ensures system realism and "believability" [13].


## IV. The Living Systems Theory

A description of the "living" nature of our LCIS can be applied from James Grier Miller's Living Systems Theory (LST) [14], which is a widely accepted theory about how all living systems "work", about how they maintain themselves, and how they develop and change.

## A. Basic Concepts and Principles

By definition, living systems are open and thus constantly interact with their environment by means of information and matter/energy exchanges. The central concept of livings systems is that of a system, which is defined by Miller as follows:
"A system is a set of interacting units with relationships among them. The word 'set' implies that the units have some common properties. These common properties are essential if the units are to interact or have relationships. The state of each unit is constrained by, conditioned by, or dependent on the state of other units. The units are coupled." [14]

LST identifies basic principles that underlie the structure and processes of all living things. According to the way we perceive natural systems, Miller's basic model of living systems introduces two principle views of a living system:

- A "structure" view. A system is made of components, which in turn are systems. According to Miller "...the universe contains a hierarchy of systems, each more advanced or 'higher' level made of systems of the lower levels" [14]. He identifies 8 distinct levels for living systems: cells, organs, organisms, groups, organizations, communities, societies, supranational systems. Every living system belongs to one of the 8 defined levels and is composed of components that themselves are systems on the next lower level. The higherlevel system, of which a system is a component, is called supra-system. For example, an organ is the supra-system of several cells. These organizational levels are characterized by the fact that each level has the same types of components but different specializations. Systems at higher levels are more complex than systems at lower levels. This distinction is tightly linked to our experience in perceiving and studying the world of living systems. It holds that these levels are practical (but not necessarily optimal) to describe the reality with enough simplicity. It is perfectly conceivable to define other levels. Miller chose these levels as they allowed him to do an extensive literature review related to these individual levels, resulting in the suggestion on how systems on all these levels could be modeled using a common meta-model.
- A "process" view. A system has subsystems, which carry out the essential processes of the system. Subsystems interact to achieve a desired overall matter/energy or information processing. Subsystems of a system are always realized by the collaboration of one or more components. The notion of an echelon is used to refer to a hierarchical organization of components within a subsystem taking over certain types of activities. According to LST, every living system has the same

19 critical subsystems, which make out the "living" part of the LST. The defined subsystems process information, matter/ energy, or both. Generally speaking, subsystems serve to structure behavior.

## B. Why does Living Systems Theory Matter?

In 1995, Miller published his second edition (in 1978 his first version) of a thorough cross-discipline analysis and synthesis of the functions and behavior of living systems [14]. The goals of his LST are to unify the scientific and often discipline-specific approaches to study and model living systems, such as people and organizations. To design our LCIS for VOs, we need to address not only technological issues, but also human and social ones, as well as organizational ones. This point is essential for understanding the parallel that can be made with Miller's LST. LST is striking because the basic concepts and principles are applicable at all levels, i.e., for all types of livings systems, from a cell to a supranational organization. The LST thus provides a good basis for consistently relating different systems and different views. Since the body of knowledge developed by Miller is important and well founded, it can help us to conceive and design the LCIS. Note, because the LST is a general theory, all concepts are metaphorical, i.e., they are meant to be algebraically translated to the particular living system in systemic inquiry.

## V. Towards Living Cooperative Information Systems

This section outlines our architectural approach drawing from Miller's LST for the design of LCIS in the context of VOs, such as BOCOG. Note that suggestions for the design of LCIS which satisfy the requirements described in section III are derived from the results of our empirical investigation and the theoretical considerations regarding VOs and the LST. However, the design suggestions do not claim to be complete. They are to be understood, rather, as a first step in the debate on the design of our LCIS for VOs.

## A. A Unified Architecture for All Peers

The foundation for our proposed conceptual architecture begins with a peer-to-peer (P2P) approach. P2P technologies provide an alternative to traditional client/server approaches for distributed systems [15]. The client/server approach locates a majority of the information and system behavior on a central server with communication occurring between the clients and their server. The clients are generally visible only to the server and only when they choose to connect to it. Any communication between clients therefore must be mediated by the server. The P2P approach replaces the asymmetric client/server relationship with a symmetric one in which all peers are simultaneously client and server requesting service of, and providing service to, their network peers. P2P technologies are attractive for several reasons, as follows [16]. First, P2P systems provide mechanisms to aggregate geographically distributed resources into a set and exploit it without however depending on the availability of all resources. Second, the cost to create collaborative environments is
comparatively low, since there is no significant investment required in either software or hardware. Third, P2P systems are inherently more dependable than their centralized counterparts, as they have no single point of failure and can better resist to intentional attacks (e.g. Denial-of-Service). Finally, one of the key benefits associated with P2P, and deemed very important in grid computing [17], is scalability.
Based on the LST and the requirements described in section III, we propose a unified conceptual architecture for all peers as the building blocks of our LCIS, where so-called peers are distinct autonomous entities that encapsulate resources capable of providing services (see Fig. 3). For example, a networked device, a software application, a person, a group, or an organization can be a peer, which is autonomous and operates independently and asynchronously of all other peers. Some peers may have dependencies upon other peers due to special requirements such as business processes. Peers may publish services and resources (e.g. storage, databases, documents, etc.) for use by other peers.
All peers have the same critical subsystems that carry out the essential processes of the peer. The subsystems of our unified P2P-based architecture for all peers are defined as follows:

- Connector. Connectors are interfaces through which peers can interact with their environment. Any communication with a peer must go through the connector that can be built on top of the network architecture. The responsibilities of connectors are to check and package messages destined for other peers in the environment, and to receipt and interpret messages from other peers and from its internal components, e.g. request manager, resources. Connectors function like, respectively, the input transducer subsystem, decoder subsystem, encoder subsystem, output transducer subsystem, or the combination of these subsystems defined in the LST regarding all living systems [14]. In the LST, the input transducer subsystem is defined as "the sensory subsystem which brings markers bearing information into the system, changing them to other matter/energy forms suitable for transmission within it"; the decoder subsystem is defined as "the subsystem which alters the code of information input to it through the input transducer or internal transducer into a 'private' code that can be used internally by the system"; the encoder subsystem is defined as "the subsystem which alters the code of information input to it from other information processing subsystems, from a 'private' code used internally by the system into a 'public' code which can be interpreted by other systems in its environment"; the output transducer subsystem is defined as "the subsystem which puts out markers bearing information from the system, changing markers within the system into other matter/energy forms which can be transmitted over channels in the system's environment". Peers may advertise multiple interfaces. Each published interface is advertised as a peer endpoint, which is used by peers to establish direct point-to-point connections between two peers.
- Request Manager. The request manager subsystem receives the parsed request from the underlying connector and, based on the content, invokes services provided by resources
within the peer to handle the request. Request manager functions as the associator subsystem defined in the LST as "the subsystem which carries out the first stage of the learning process, forming enduring associations among items of information in the system" [14]. The request manager provides services e.g. workflow, scheduling, brokering.
- Resource Manager. The resource manager subsystem is a peer's repositories for knowledge about itself and resources in its environment, e.g. the services that resources provide, the status of resources, and the groups of resources. The resource manager automatically discovers (locates) all the resources "plugging" into the environment, once the resources are identified. It functions like the memory subsystem defined in the LST as "the subsystem which carries out the second stage of the learning process, storing various sorts of information in the system for different periods of time" [14].
- Grid. The grid subsystem functions as the channel-net subsystem defined in the LST as "the subsystem composed of a single route in physical space, or multiple interconnected routes, by which markers bearing information are transmitted to all parts of the system" [14]. Grid provides services e.g. connectivity service, event service, policy-based control, resource reservation etc. It enables the "plug-and-play" of kinds of resources, and the exchange of data and coordination between plug-in resources.
- Resources. A resource is a provider of a service. Either type of resource is represented by a peer service. Resources can represent entities owned or managed by a peer. In our LCIS, resources are intended to be "plug-and-play" compatible. They implement the local, resource-specific operations that occur on specific resources (whether physical or logical) and the interfaces that interact with users. For example, a printer may be a physical resource; a distributed file system is a logical resource. Resources function like the internal transducer subsystem defined in the LST as "the sensory subsystem which receives, from subsystems or components within the system, markers bearing information about significant alterations in those subsystems or components, changing them to other matter/energy forms of a sort which can be transmitted within it" [14].
- User. Frequently a peer will be under the control of a human operator, the "user", and will interact with the network on the basis of the user's direction. User is any individual or collection of individuals who receive messages, associate them with past experience or knowledge, and then choose a course of action that may alter the behavior or state of the system or its components. Users can be paralleled with the decider subsystem defined in the LST as "the executive subsystem which receives information inputs from all other subsystems and transmits to them information outputs that control the entire system" [14]. However, not every peer has an associated user. Many peers exist to provide services and resources to the network, but are not associated with any user. Examples include devices such as sensors and printers, and services such as databases.
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Fig. 3: The unified architecture for all peers


Fig. 4: The system architecture

## B. The System Architecture

As described in section IV, the LST identifies 8 distinct levels for all living systems: cells, organs, organisms, groups, organizations, communities, societies, supranational systems. In our LCIS, we consider 6 distinct levels for all peers correspondingly -- peers, groups, organizations, communities, societies, supranational systems. Similarly, every peer belongs to one of the 6 defined levels and is composed of components that themselves are peers on the next lower level. These organizational levels are also characterized by the fact that each level has the same types of components but different specializations.

Given above concepts and principles, the architecture of our system, which is also a peer, is showed in Fig. 4. This system architecture is coincident with currently popular serviceoriented architecture [17], where peers are resources that provide or consume services (e.g. persons, groups, and organizations etc.), (UDDI) registry is the resource manager, the service broker is the request manager, the Internet/ Extranet is the grid that is a next-generation Internet [18].

## VI. CASE Studies

In order to show the advantages of the approach, we reexamine the problems faced by BOCOG as described in
section II. The system architecture based on the current organizational structure of BOCOG is shown in Fig. 5 using the concepts of our approach. Note that the implementation of LCIS for BOCOG is out of the focus of this paper.

## A. Supporting Changing Organization

Organigraphs start out with a set of core organizational forms (see Fig. 6), sets, chains, hubs, and webs, which form the building blocks of larger diagrams. Each of these basic forms relates a collection of people, groups, or resources in some way. We will look at each of the basic forms in turn and how our approach supports the relationships they describe.

Chains describe the producer/consumer coordination relationships [20] where the result of one entity (activity, individuals, groups, etc.) is a necessary element of another. In Fig. 5, the chain relationships can be defined by the request manager in terms of e.g. workflow.

Sets describe relationships between mostly independent entities which may share some common management, resources, or clients. In Fig. 5, the peers "plugging" into the same grid can form the set relationship between them. For example, person $P_{1,1,1}$ and $P_{1,1,2}$ share the common management of division manager $D v M_{1 .,}$; department Dept. 1 and Dept. 2 share the common management of President.

Hubs are centers of coordination. They might be centers of specific or general expertise, physical centers of activity (e.g. a corporate distribution center), centers of management and control, or an organization's core competence. For example, in Fig. 5, team manager $T M_{3}$ is the center of coordination of his/her team members $\left(D v M_{1.1,}, P_{3 . l}, P_{2,1, l}\right)$.
Webs represent less focused, more open communication than hubs. In webs there is no central management or control. The key attribute of webs is that members of the web communicate freely among themselves rather than through an intermediary or any preordained structure. In Fig. 5, direct communication is the underlying philosophy of our P2P approach, and it supports the web structure well in this sense.

Organizational constructs are first-class entities in our P2Pbased systems that have the concomitant computational mechanisms for flexibly forming, maintaining, and disbanding organizations. Above case studies demonstrate how the architecture of our P2P-based system matches to the politics of the organization.

## B. Supporting Dynamic Business Processes

As described in section II, there is a need to decentralize the specification and enaction of work processes in BOCOG. That is, the system need to integrate decentralized work processes with different levels of abstraction, formal specification, automation, and consistency [21]. This has two aspects, different models of work based on stakeholder needs (e.g. high level views for monitoring and management versus detailed processes for guiding work activity), and the integration of consistent well understood elements at one point in work process with ad-hoc activities at another [22].
Several elements of the architectural model (see Fig. 5) contribute to supporting this. The increased visibility of work activity provided by the use of a P2P architecture allows a
greater range of activities to be visible and integrated with automated processes or visualizations. Decentralized management of work processes may reduce the need for users to work outside the system to achieve their work goals (because they can more directly manage the system's definition of their work), also making more work visible. Because of the separation of concerns and the loose coupling of communication structure and active components, it is possible to establish relationships between structured processes and the state of ad-hoc activities in non-intrusive ways. Fig. 5 shows a request manager of the department Dept. 1 with a structured process definition tied into the communication architecture. By integrating with the existing architecture of work participants and their activities, the process description can coordinate activities across the connected groups, e.g. Divs.1.1. Lower level process steps might be defined within the request manager of every division and thus the individual context of work, while the communication structure links them to the process definition.

## C. Supporting Decentralized Ownerships of Resources

Supporting decentralized ownership of resources allows information to be managed at appropriate locations within the organization rather than enforcing a centralized approach. This allows artifacts to retain ties to the context of their creation and use, avoids imposing a single point of view on work activity, and allows already decentralized work to be made visible within the software system.

The P2P infrastructure allows artifacts to be distributed throughout the organization, defined and maintained by direct stakeholders. The interconnection of peers into groups and larger organizational structures allows that information to be made visible in a customizable way.


Fig. 5: A system architecture for BOCOG


## VII. Related Work

The way in which to design, build, integrate, and maintain information systems that are flexible, reusable, resilient, and scalable is now becoming well understood but not well supported. Most P2P architectures, today, provide an infrastructure to share documents among peers. Prominent file sharing architectures for example are Gnutella, Freenet, or Napster. However, none of these architectures feature the sharing of services among peers, nor the composition of services towards new applications.

In order to consolidate the efforts for the design of P2P architectures towards a unified architecture, Sun has announced the JXTA project. The result of this project is a three-layer P2P software architecture, a set of XML-based protocols, and a number of abstractions and concepts such as peer groups, pipes, and advertisements to provide a uniform platform for applications using P2P technology and for various P2P systems to interact [23]. In contrast to the aforementioned file sharing architectures, JXTA relies on a service-oriented architecture model. The common resource that is shared among peers are services, which can be discovered, published, and accessed through the interplay of the individual JXTA protocols, e.g. peer membership protocol, peer discovery protocol, pipe binding protocol (see [23] for more information). JXTA provides a simple and generic P2P platform with all the basic functions necessary to host all types of networked devices. However, the JXTA protocols only describe how peers may publish, discover, join, and monitor peer groups. JXTA does not address most of implementation issues and requirements as elucidated in Section II and Section III, such as constraint, composition of services, and cooperative work. Nevertheless, the result of JXTA can be helpful for the design of our LCIS.

## VIII. Conclusion And Future Work

While organizations have become more dependent on information systems, the rate of change in business has increased, making it imperative that the information systems keeps pace with and facilitates the changing needs of the organization. Change is a way of life in most organizational and personal settings. Therefore, what is required for "living" businesses in the changing world are "living" information systems, which should be more flexible to respond quickly to the needs of business as they evolve. This paper explores the requirements and approaches to build LCIS for VOs -- both in terms of system flexibility and co-evolution of organization and information systems. Based on the foundational concepts and principles of Miller's LST, a novel unified P2P-based architecture is proposed as the building blocks of our LCIS, where every peer belongs to one of the 6 organizational levels, e.g. peers, groups, organizations, communities, societies, supranational systems. Each level has the same types of components but different specializations. Moreover, every peer has the same critical subsystems that process information. The case studies show that our architecture effectively
supports the changing organization, dynamic businesses, and decentralized owner-ships of resources.

Future research work includes: 1) to define the architecture, interactions and implementation of the unified peer in order to fit in at the individual, group, and organizational levels; 2) to investigate approaches for dynamic structuring of societies based on composition, layering and federated peer-to-peer cooperation; 3) to identify and implement the interfaces and protocols for interactions between peers in societies; 4) to design a prototype for one business domain to evaluate the design for both small and large scale applications running in distributed environments.
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#### Abstract

In this paper, the disadvantages and advantages of artificial neural networks (ANNs) and Case-base Reasoning (CBR) have been briefly introduced respectively. The capacity of network can be improved through the mechanism of CBR in the dynamic processing environment. And the limitation of CBR, that could not complete their reasoning process and propose a solution to a given task without intervention of experts, can be supplied by the strong self-learning ability of ANN. The combination of these two artificial intelligent techniques not only benefits to control the quality and enhance the efficiency, but also to shorten the design cycle and save the cost, which play an important role in promoting the intelligentized level of the textile industry. At the same time, utilizing ANN predicting model, the sensitive process variables that affect the processing performances and quality of yarn and fabric can be decided, which are often adjusted during solving the new problems to form the desired techniques.
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## 1 Introduction

Owing to the inherent non-linear relationships that exist between the process parameters, material variables, and the resulting textile properties, the recently main predictive models such as first-principles modeling and empirical modeling [1] are inadequate for accurately modeling and optimizing complex non-linear processes like textiles processing courses [2]. From the mid-1990s, as an evolving branch of AI called connectionist learning (Artificial Neural Networks, ANNs) presents an attractive alternative to doing predictive modeling, neural networks have been used in various textile-related applications [3], such as the fiber's recognition $[4,5]$, the prediction of yarn quality [6], spinning property prediction [7,8], dyeing defects [9], classifying [10], fabric properties and handle or style [11~13] and so on. Most of these researches, however, only theoretically prove the appealing characteristics of handling non-linear relationships of ANNs, it is seldom studied how to realize the optimization of process route and the quality control of textiles in practice according to the predicted results. On the other hand, there exist some disadvantages of ANNs, such as the contradiction of memorizing and generalizing, the lack of explanatory capabilities for rule extraction and the lack of the theoretical background of selection of the Network topology and its parameters with a "trial and error" matter et al [2, 14, 15], all which are impossible to be entirely solved by artificial neural networks itself.

Recent advance in artificial intelligent research have shown that both symbolic Artificial Intelligence (AI) and ANNs approaches to solving real-world problems have both their strengths and limitations [16]. Current beliefs suggests that these approaches are complementary, rather than competitive, and that a methodology drawing on the strengths of both these approaches can result in a more powerful problem solving capability than could be accomplished by either technology on its own[17~19]. Very complex problems may not be solved by the application of just one technique. Research in the area of hybrid system forms a relatively new field. In particular,
it is beneficial to use a hybrid system when there is not enough (symbolic) knowledge about a system to use a symbolic algorithm or not enough data to train a neural network [20]. Case Based Reasoning and Artificial Neural Networks are complementary problem solving techniques [21]: CBR systems are able to reuse information from past experience; ANNs can generate adaptive structures using large data sets. The integration of ANNs with CBR has been investigated by a relatively small number of researchers [22~25].

In this paper, the advantages and disadvantages of CBR and ANN are discussed respectively based on the previous researches. In order to improve the capability of ANN used in the optimizing and controlling, the mechanism of CBR is combined with the training, predicting and decision-making of ANN, which forms a integrated intelligent model for textile manufacturing in the computer.

## 2 Case-Based Reasoning System

As a significant branch of $\mathrm{AI}, \mathrm{CBR}$ has received more and more research attention. Much work has been dedicated to this topic, including its basic principle [26], methodologies [27] and application [28]. This approach focuses on how to exploit human experience, instead of rules, in problemsolving, and thus improving the performance of decision support systems. A typical CBR system is composed of four sequential steps which are called into action each time that a new problem is to be solved $[26,27]$ :
(1) Retrieve the most relevant case(s),
(2) Reuse the case(s) to attempt to solve the problem,
(3) Revise the proposed solution if necessary, and
(4) Retain the new solution as a part of a new case.

The basic idea behind CBR is that reasoning and problem-solving are based on the most specific experiences available instead of general abstract knowledge or rules. In this way, case-based reasoning provides a new method for building intelligent systems.
For a new problem or situation, a set of the most similar cases is retrieved by the $C B R$, based on similarity assessment
criteria, and the solution, corresponding to these previous cases, is adapted to propose a solution for the given problem based on the adaptation criteria. It is obvious that the criteria for both case similarity assessment and case adaptation are inextricably linked, which means that the solution suggested is intimately connected to the similarities and differences between new and old cases. More precisely, such a statement may be described as

Suggested Solution $=A\left[S\left(\left\{\mathrm{C}^{\mathrm{Old}}\right\}, \mathrm{C}^{\mathrm{New}}\right)\right]$,
where $\left\{C^{\text {Old }}\right\}$ and $C^{\text {New }}$ denote a set of old cases and a new case, respectively. $\boldsymbol{S}($,$) is the similarity assessment criterion$ and $\boldsymbol{A}$, an operator, is defined by the adaptation criteria Therefore, in essence, the CBR reasoning process is a pattern matching and classification process
However, although CBR is simple in principle, and has been successfully used in engineering problem-solving, it still lacks a generally theoretically sound framework. A systematically mathematical model has not been established for CBR system design, analysis, comparison and test. Consequently, mos CBR systems could not complete their reasoning process, and propose a solution to a given task without intervention of domain experts or system managers [28]. On the other hand, for a quantitative description model-based CBR system, the system design may become more flexible compared with symbolic description model-based systems. This is because a lot of mathematical approaches and optimization techniques are available for defining, synthesizing and analyzing the case similarity assessment and case adaptation criteria [25].

As is well known, ANN approaches have many appealing characteristics, such as parallelism, robustness, adaptability and generalization. Neural networks have the potential to provide some human characteristics of problem-solving that are difficult to describe and analyze using the logical approach of expert system. More importantly, learning and problem-solving can be incorporated naturally and effectively by using a network [25].

## 3 Artificial Neural Networks

Artificial Neural Networks, otherwise known as connectionist models, are information-processing mechanisms that consist of a large number of densely interconnected simple computational elements. ANNs represent a set of very powerful mathematical techniques for modeling, controlling, and optimizing that 'learn' directly from historical data. The main feature that makes neural nets the ideal technology for modeling the production process is that they are non-linearregression algorithms that can model high-dimensional systems and have a very simple, uniform user interface [2]. The back-propagation learning algorithm was proposed by Rumelhar et al [29] in 1986 to modify connection weights in multilayered feed-forward networks, which is popularly used in practice. The back-propagation algorithm is an iterative gradient descent algorithm that minimizes the sum of the squared error between the desired output and actual output of a set of patterns through adjusting the connection weights. For a more detailed mathematical approaches and algorithm, see references [30, 31]. Once training is completed, the weights are set and the network can be used to find outputs for new inputs.
In textile industry, samples are constantly extracted from the production line and tested to ensure that the products being produced meet specifications and quality standards. Processes that have large quantity of historical data, but little knowledge about the complicated interactions between the inputs and outputs of system, are ideal candidates for building predictive model using artificial neural networks. The neural net can be trained with a large subset of the process data. When the net has finished learning on the data set, it can be tested with the remaining subset of process data to determine how well it can perform on data it has not seen. If the net predicts accurately on data it has never seen, the network can be said to generalize. If the generalization level is high, then the confidence is high, and the net has captured the process dynamics [2].

However, although the trained neural networks can predict accurately the output for the never seen input in the future, a
net does not provide any understanding of why an input set of material and process parameters results in the predicted level of the forecasted product indices [15]. This analysis becomes the responsibility of the researcher. Obviously, it is impossible for a new technician, even seasoned technologist, to obtain a perfect suitable explanation from the complicated textile manufacturing process. Fortunately, CBR systems are particularly appropriate when rules from the knowledge domain are difficult to discern or the number and complexity of the rules is too large for the normal knowledge acquisition process; they have the potential to provide some of the human characteristics of problem solving that are difficult to simulate using the logical, analytical techniques of knowledge based systems and standard software technologies.

## 4 A Hybrid System

In this paper, a hybrid architecture integrating a ANN system with a CBR component has been developed to use general and specific knowledge in the optimizing the process parameters and controlling the textile's quality, shown as Fig. 1.


Fig 1. Flowchart of thehybrid systemof ANWintegated withCBR
In such a hybrid system, the neural network itself is not involved in case matching, case retrieval and the reasoning process. Instead, the network is trained to learn general domain knowledge and, as a result, the trained network can be
used as a source of general knowledge and decision-making. Furthermore, knowledge stored in the network is interpreted as a symbolic representation, which is combined with specific cases to support the reasoning. Because that one of the main advantages of neural networks is that the trained neural networks can be used in sensitivity analysis [1], which can be used to reveal the measured and control variables to which the process is sensitive
On the other hand, the ability of the ANN to generalize may produce better results than CBR when it has been trained with an appropriate data set. In this situation it would be possible to rely on the ANN and its generalizing abilities. However, if the system is inserted in a dynamic environment, whose characteristics change in an un-predictable manner, an agent will require an adaptive mechanism capable of reacting to such changes in the environment. It is possible to endow a CBR mechanism with the ability to detect large changes in the environment. Normally, however, large changes will decrease the performance of the ANN , which is more effective when it has been trained with a significant amount of data representative of the whole possible data set. In such a situation CBR may be more effective than an ANN. As a result, the ANN will be required to be retrained using the most recently retrieved cased, using CBR mechanism [20].
Retrieval, reuse, revise and retain are the four key technology links of CBR reasoning. As shown in Fig. 1, combined with ANN, the optimization of textile process case is executed as follows. At first, according to the query information of the new problem, the similar cases are retrieved to form the retrieved cases, and the relevant weight is also provided in advance in terms of the practical requirement. Secondly, the most similar case selected from the retrieved cases is input into the trained neural networks. If the predicted results are agreed with the demanded quality, the extracted case can be directly applied in the light of the former process technics, parameters and materials. Otherwise, it must be revised to form a new case based on the sensitive
variables provided by the trained net. Then the next predicting will be executed until the desired quality is obtained. Lastly, the modified successful case is validated and retained in the case database. At the same time, when the processing environment has been changed, that is to say, most of the past products have been replaced with the news, ANN model will be retrained using the new data to be combined again with CBR.

## 5 Application and Results

### 5.1 The Establish of the Entire Woolen Process Models

The single-hidden-layer networks with the back-propagation algorithm are structured using the data of 77 lots extracted using CBR mechanism from the mill historical database, in which 69 lots of them are considered as the training samples, and the other 8 lots as the test set. In order to expediently control the quality and optimize the variables, the entire woolen manufacturing process is constituted of spinning model, weaving model, and finishing model. These three models can not only be solely executed to predict and deduct, but also be integrated as one synthetic virtual processing system for decision-making. That is, what the quality of yarn or fabric can be understood in advance according to the material and process variables and what kind of material should be required before the yarn or fabric is manufactured. As one integrated system, the results of the former model can be regarded as the input neurons of the latter.

The capability of the trained models, that predicts the required accuracy and stability of the product quality and processing performance indices, is assessed by mean accuracy (MA) and relative coefficient ( $\mathbf{R}$ ) between the predicted values and the desired results of the test set, as shown in table 1.

Table 1 The results of property analysis of ANN models

| Model | Properties | MA | $\mathbf{R}$ |
| :---: | :--- | :---: | :---: |
| Spinning <br> model | Yarn unevenness(\%) | 0.9890 | 0.9912 |
|  | Thick places per kilometer (+50\%) | 0.8494 | 0.9950 |
|  | Thin places per kilometer (-50\%) | 0.9546 | 0.9906 |
|  | Yarn neps (+200\%) | 0.9173 | 0.9366 |


|  | Hairiness (m/m) | 0.9082 | 0.6420 |
| :---: | :--- | :---: | :---: |
|  | Strength(cN) | 0.9675 | 0.9543 |
|  | Extension at break(\%) | 0.9184 | 0.9565 |
|  | Ends-down 1000 spindle hours | 0.9393 | 0.9460 |
| Weaving <br> model | Weaving efficiency(\%) | 0.9719 | 0.8267 |
|  | Woven defects(cm) | 0.9506 | 0.9811 |
|  | Steam shrinkage of warp(\%) | 0.9189 | 0.8514 |
|  | Steam shrinkage of weft(\%) | 0.7075 | 0.5895 |
|  | Seam slippage of warp(mm) | 0.8764 | 0.7922 |
|  | Crease recovery angle( ${ }^{\circ}$ ) | 0.9061 | 0.5719 |
|  | washed strain rank | 0.9882 | 0.5548 |
|  | Water shrinkage of warp(\%) | 0.8607 | 0.9475 |
|  | Water shrinkage of weft(\%) | 0.8167 | 0.9142 |

### 5.2 Characteristic Variables and Similar Cases Retrieval

As mentioned foregoing, the main variables that can characterize products should be firstly considered for CBR system. In this paper, the characteristic parameters designed the worsted wool fabric include fiber mean diameter $\left(x_{1}\right)$, warp/weft count $\left.\left(x_{2} / x_{3}\right)\right)$, compactness $\left(x_{4}\right)$, unit weight $\left(x_{5}\right)$, and wool percentage $\left(x_{6}\right)$, stitch structure $\left(x_{7}\right)$, which are considered as the retrieved rules in the case database. Sometimes, the cloth physical properties under the corresponding process technics should be retrieved and compared, such as fuzzing and pilling $\left(x_{8}\right)$, steam shrinkage of warp and weft $(\%)\left(x_{9} / x_{10}\right)$, seam slippage of warp and weft $(\mathrm{cm})\left(x_{11} / x_{12}\right)$, crease recovery angle of warp and weft $\left(^{\circ}\right)\left(x_{13}\right)$, washed strain rank $\left(x_{14}\right)$. Some of them can be retrieved according to demanded fabric quality by the clients. For their respective importance when solving the new problem, i.e. the corresponding weights of each variable, which are varied with the practical demands, is experientially decided in this research using the professional knowledge and experts experiences when a new problem will be carried out. The detailed values are listed in table 2 . In other words, not all the characteristic variables must be considered when a similar
case is retrieved.
For example, when an order form maybe be accepted none but warp count $(68 \mathrm{~s} / 2)$, weft count $(46 \mathrm{~s} / 1)$, and stitch structure (2) are entirely satisfied, these three design characteristic variables should be firstly considered. Therefore, the weights of these three factors are evaluated as 1.00 . On the other hand, the steam shrinkage of warp and weft is not exceeded $0.5 \%$, and the seam slippage of warp and weft not exceeded 4.00 mm respectively. Because the requirement of fabric physical property is not very rigorous, the weights are evaluated as 0.50 . According to the above mentioned and CBR mechanism, the retrieved results are seen in table 2 . SIM denotes the similarity degree between the new problem and the former cases in the historical database in terms of the design characters and the cloth physical properties.

### 5.3 Analysis and Optimization of Most Similar Cases

For worsted fabric, because the stitch structure is firstly taken into account, the stitch structure of case $4 \#$ is not accorded with the others, which should be obviously excluded. Therefore, the adjusting and optimizing of process route and variables ought to aim at the cases $1 \#, 2 \#$, or $3 \#$, among which the case $1 \#$ is highest. Then the data of case $1 \#$ is extracted from the historical database in order to be prepared for analyzing and utilizing. In addition, the steam shrinkage of weft direction $\left(x_{10}\right)$ for $2 \#$ and $4 \#$ fabric is negative value, which means the width of these fabrics to be increased after steamed. Maybe this is related with the finishing process, and not to be discussed detailedly in this paper.

| Table 2 The retrieved results of the similar cases |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Var. | $w_{\mathrm{i}}$ | $f_{\mathrm{i}}$ | $1 \#$ | $2 \#$ | $3 \#$ | $4 \#$ |  |
| $\boldsymbol{x}_{\mathbf{2}}$ | 1.00 | $68 \mathrm{~s} / 2$ | $68 \mathrm{~s} / 2$ | $68 \mathrm{~s} / 2$ | $68 \mathrm{~s} / 2$ | $84 \mathrm{~s} / 2$ |  |
| $\boldsymbol{x}_{3}$ | 1.00 | $46 \mathrm{~s} / 1$ | $46 \mathrm{~s} / 1$ | $44 \mathrm{~s} / 1$ | $52 \mathrm{~s} / 1$ | $44 \mathrm{~s} / 1$ |  |
| $\boldsymbol{x}_{7}$ | 1.00 | 2 | 2 | 2 | 2 | 1.5 |  |
| $\boldsymbol{x}_{9}$ | 0.50 | 0.50 | 0.50 | 0.70 | 0.50 | 0.40 |  |


| $\boldsymbol{x}_{10}$ | 0.50 | 0.40 | 0.40 | -0.90 | 0.40 | -0.80 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{x}_{11}$ | 0.50 | 3.00 | 3.24 | 4.60 | 3.24 | 5.60 |
| $\boldsymbol{x}_{\mathbf{1 2}}$ | 0.50 | 3.50 | 3.52 | 4.00 | 5.30 | 4.20 |
| SIM | - | - | 1.000 | 0.9858 | 0.9592 | 0.8422 |

Under the unaltered process and variables of case $1 \#$, the properties of the worsted product are predicted by ANNs models. The values that are listed in table 3 (Predicted results before adjusting, PRBA) mean that the results of the properties predicted are almost accorded with the actual quality shown in table 3 (Predicted results after adjusting, PRAA). However, some properties of the product are undesirable like thick places per kilometer ( $+50 \%$ ), thin places per kilometer $(-50 \%)$, and ends-down per 1000 spindle hours. Because these will affect the weaving performance and even the handle of the end-used products in the future, the techniques adjusting must be adopted for improving the processing and the quality.
Using ANNs advantages mentioned in section 4 before a new processing begins in order to improve the end-used worsted quality, the sensitive variables consist of fiber length discrete coefficient $(L d c)$, short fiber content $(S f c)$, top weight $(T w)$, top weight unevenness (Twu), forespinning total doubling ratio $(F t d r)$, sizing percentage $(S p)$, loom speed $(L s)$ through the large number of experiments. The predicted values are listed in table 3 (Measured Results, MR) after the sensitive parameters of the old case are adjusted, which indicates that the quality has been sharply improved. And thick places per kilometer ( $+50 \%$ ), thin places per kilometer $(-50 \%)$, and ends-down per 1000 spindle hours all declined from $112.00,660.00$, and 100.00 to $36.13,208.11$, and 35.54 respectively. In addition, yarn neps has also been obviously improved.

Table 3 The predicted results before and after adjusting variables

| parameters | MR | PRBA | PRAA |
| :--- | :---: | :---: | :---: |
| Yarn unevenness(\%) | 21.30 | 20.96 | $\mathbf{1 9 . 1 9}$ |
| Thick places per kilometer(+50\%) | 112.00 | 112.00 | $\mathbf{3 6 . 1 3}$ |


| Thin places per kilometer (-50\%) | 660.00 | 659.84 | $\mathbf{2 0 8 . 1 1}$ |
| :--- | :---: | :---: | :---: |
| Yarn neps (+200\%) | 24.00 | 24.00 | $\mathbf{3 . 0 0}$ |
| Hairiness (m/m) | 2.30 | 3.80 | 3.80 |
| Strength(cN) | 201.00 | 200.37 | 184.56 |
| Extension at break(\%) | 19.20 | 18.93 | 17.37 |
| Ends-down 1000 spindle hours | 100.00 | 95.31 | $\mathbf{3 5 . 5 4}$ |
| Weaving efficiency(\%) | 85.00 | 85.00 | 86.36 |
| Woven defects(cm) | 200.00 | 203.25 | $\mathbf{1 0 2 . 7 0}$ |
| Steam shrinkage of warp(\%) | 0.50 | 0.44 | 0.55 |
| Steam shrinkage of weft(\%) | 0.40 | 0.60 | 0.44 |
| Seam slippage of warp(mm) | 3.24 | 4.13 | 4.07 |
| Seam slippage of weft(mm) | 3.52 | 3.71 | 3.66 |
| Crease recovery angle( ${ }^{\circ}$ ) | 318.00 | 315.17 | 313.58 |
| washed strain rank | 3.00 | 2.85 | 2.64 |
| Water shrinkage of warp(\%) | 0.20 | 0.46 | 0.52 |
| Water shrinkage of weft(\%) | 0.60 | 0.90 | 0.94 |

Because all these could be finished rapidly in the computer, avoiding practical experimental time that the trial sample is designed and processed in the machines using the certain quantity of fibers. Therefore, the manufacturing cycle of the production sharply shortened. At the same time, the quality and progressing performances of the worsted can be understood in advance, which benefits to control the quality and economize cost.

## 6 Conclusion

As a set of very powerful mathematical techniques for modeling, controlling, and optimizing that 'learn' directly from historical data, ANNs is suitable and valid for solving non-linear relationship during textile processing. CBR is an analogical reasoning method, and the similar cases can be rapidly and exactly retrieved through the similarity.
Utilizing ANN predicting model, the sensitive process variables that affect the performances and quality of yarn and fabric have been extracted in this research. After these variables are adjusted, the predicted results are more satisfied and the new process line can be formed to be put into practice.

The combination of ANN and CBR not only sharply shorten the design cycle and save the cost, but benefit to control the quality and enhance the efficiency, which play an important role in promoting the intelligentized level of the textile industry.
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#### Abstract

$\boldsymbol{A} \boldsymbol{b s t r a c t}$-Developing WBHAs is moving fast due to an explosive increase of Internet/WWW use. Furthermore, the ability to use the internet/WWW tecnologies in closed environements (e.g., intranet and extranet) have also helped in the spread of WBHAs development. However, the classical life-cyle model reveal several limitations in term of describing the process of developing WBHAs. Recently, several design methods such as RMM [15], HDM [1], OOHDM [25], EORM [3] have been proposed for the design requirements of WBHAs. However, none of them have addressed the life-cyle of WBHAs development. Hence, in this paper, we first study different WBHA architectures, then we identify a list of requirements for WBHAs development. After that, we show how the waterfall model lacks the capability to satisfy these requirements. Finally, we propose a new life-cycle model for WBHAs development.


## 1. Introduction

During the last years, a large number of commercial WBHAs emerged on the Internet. Many companies are using this medium as a new means of communication with their customers. Their extent is growing with the increasing number of tasks they fulfill. The WWW provides a unified view of large companies, their product catalogue, their divisions, their various commericial, social and cultural activities. By means of gateway-scripts to inhouse information systems the WWW becomes a platform-independent, easy-to-use interface to the company's information resources [22, 23, 24].

Developing WBHAs is not a trivial task. WBHAs consisting of a large number of interlinked pages and several gateway scripts have to be developed in a systematic way. Consequently, the need for the design of WBHAs has been realized and Web design has become one of the major topics of important conferences and meetings in this area. There are several approaches for the design of traditional hypermedia applications, a field very closely related to WBHAs design. HDM, EORM or OOHDM, adopt modeling constructs of database design methodologies and add hypermedia related features in order to integrate the aspect of navigational design. RMDM, the design technique of the Relationship Management Methodology (RMM) starts with an Entity Relationship diagram
and extends the notation by access structures, leading to a navigational model of the resulting hypermedia application. Therefore, RMM offers an easy way for system analysts to extend an existing data model towards a hypermedia application.

Most of the proposed WBHAs development methods are only concerned with the design aspects of WBHAs. However, WBHAs does not only need to be designed, but, they need to be analyzed, designed, then implemented. Moreover, a life-cyle describing WBHAs development is also desirable. In this paper, we discuss the requirements needed to be supported by WBHAs development methods. We also describe the need for a new life-cycle model for WBHAs development. This leads us to propose a new lifecycle model for WBHAs development.

This paper is organized as follows. Section one describes different WBHA architectures. For each architecture, both components that constitute the architecture and relationships between these components are described. Section two describes the classical lifecycle model. Section three describes the requirements of WBHAs development. Section four describes why the classical life-cycle is not appropriate for WBHAs development. Finally the proposed life-cycle model for WBHAs development is described in section five.

### 2.0 BackGround

In this section we describe the background knowledege needed to understand the goal of this paper.

### 2.1 WBHA architectures:

Developing WBHAs is moving fast due to an explosive increase of Internet/WWW use. Now, there are many languages/technologies that can be used in developing WBHAs such as Hypertext Markup Language (HTML), Common Gateway Interface (CGI), Java applets, gateway to relational databases. These languages/technologies have enabled the creation of different architecture types for WBHAs. These architecture types are as follows:

Static-content model.

Server-side operation model.
Server-side database interface model.
Client-side dynamic-content model.
Distributed computation model.
Mixed environment model.

### 2.2 The Waterfall Model

The software life-cycle is simply the entire existence of a software product. Another way of looking at the life cycle is to consider it as the process model; i.e. a model for the development and use of software. The waterfall life-cycle model views the development process as including a series of discrete phases. In its simplest form each phase is completed and 'signed-off' before commencing the next stage. The stages that are typically used are to analyze and specify the system, then to design the system, then to implement the software, test the final system, and finally to operate and maintain the software [5,14,15,16].

Although this form is useful from the point of project management, in practice the various stages typically overlap, and feedback is usually provided from each stage to the previous. However, there are a number of criticisms of the waterfall model. These include: First, it freezes the specification at too early a stage of the development, and that it makes iteration difficult. Second, A working version of the program will not be available until late in the project timespan. Finally, it suits a specific class of software applications [5, 17,18,19,20].

Consequently, a number of other models attempt to resolve these problems such as prototype model and spiral model. The prototype model as shown in Figure 4.1 has extended the water fall

Figure 4.1 Prototype model
model to include theprototype phase. In the prototype model, the prototype phase is the first phase of software development followed by development phases of the waterfall model. The prototype phase involves developing a quick
program that helps both customers and developers in understanding the requirements. Then, This program is used as a starting point from which analysis, design, and implementation phases are performed [1,2,5,21].

The spiral model has been developed to encompass the best features of both the waterfall model and the prototype model with the addition of risk analysis. Typical Cycle of the Spiral model (see Figure 4.2) are as follows:

1. Identification of :

- objectives (of the portion of the product being elaborated)
- alternative means of implementing this portion of the product (design A, design B, buy)
- constraints imposed on the application of the alternatives (cost, schedule, copyright)

2. Evaluate the alternatives relative to the objectives and constraints

- Identify areas of uncertainty that are significant sources of risk.
- Evaluate the risks (e.g., by prototyping, simulation, benchmarking).

3. The next step is determined by the relative remaining risks. Each level of software specification and development is followed by a validation step.
4. Each cycle is completed by the preparation of

plans for the next cycle and a review involving the primary people or organizations concerned with the product. The review's major objective is to ensure that all concerned parties are mutually committed to the approach for the next phase $[3,4,5]$.


Figure 4.2: Spiral Model

### 3.0 Requirements of WBHAs development.

In this section, we describe the essential requirements of WBHAs development. These requirements are desirable to be supported by both the life-cycle model and development methods proposed for WBHAs development.
. Migration issue: Many organizations are aiming at migrating from their traditional software application to WBHAs. However, following an adhoc approach may result in the increase of both cost and time needed for the migration process. Furthermore, the final WBHA may suffer from poor performance, hard maintenance, and low usability.

Migration issue is a big challenge, and need to be handled and specified carefully in the life-cycle model of WBHAs development. Traditional life-cycle model can not handle the migration issue becuase it assumes that software applications are created from scratch. What is needed, is a new life-cycle model that is desirable to be capable of both taking advantage of existing software components and reducing cost and time of migration by specifying where the migration process should start.
WBHAs architectures issue: When the WWW was initially developed, its primary goal was to be used as a simple GUI retrieval system of information stored in the Internet. Now, The WWW supports many techniques/languages that can be used to build different application architectures (see section one). The development
method is desirable to be capable of supporting the development process needed to create these different application architectures.

- Integration Issue: WBHAs development is a very complex task, it involves collecting a huge number of multimedia information and linking them together. For example, Microsoft WWW site contains now over 300,000 pages $[11,12,13]$. To be able to control this huge number of interlinked Web pages, the development process should be performed in a decentralized way, which means that each division and group in an organization will be responsible to develop a sub-WBHA and then integrate these sub-WBHAs to represent the global view of the final WBHA.
Integration issue is not only important and useful because it simplifies the development of large-scale WBHAs. But, because actually, many WBHAs are developed in this way. Typical examples include:
- The management often only wants to determine a very global structure of the WBHA. The details of the model are designed by the functional departments of the company. Thus e.g. the marketing department is responsible for the presentation of the firm's products and the personnel department informs about new job offers or trainee programs.
- Many multinational organizations maintain local Web-servers at their national subsidiaries. It is necessary to integrate the various models to a unified one, not only to document the

WBHA but to detect redundancies and lead to a consistent, readable WBHA.

- A company's Web-site might, for example, actually consist of two or more completely different server systems: One of them is maintained by the marketing department and describes the company's products while the other one, a secure server operated by the company's internet provider, is used to perform the actual transactions. To generate locally distributed WBHA (relative and absolute URLs) out of the specified models it is necessary to consider this aspect in the design phase.
- Many organizations maintining their intranet. Then they decided to integare these intranets together to create an extranet. Therefore, a global view is needed to let users access information residing on these intranets easily.
The need for the collaborative development of WBHAs is obvious. But, the question that need to be answered is: does the implelemntation environement support it? The answer is yes. Mainely because: First, the WWW is a distributed system. This means that both data and processing can be stored and performed respectively in any computer connected to the internet. Second, the transparent use of physically seperated WBHAs. Third, the technology that allows different intranets to be connected toghether (i.e., extranet). Therfore, there is a strong need to handle a distributed development process.
- Incremental development issue: Most of the WBHAs running on the Web are almost developed incrementally. For example, when Microsoft Web site was created in 1994, it was containing a few thousands of Web pages. Now, Microsoft Web site contains more than $300,000 \mathrm{Web}$ pages $[9,10]$. Actually, WBHAs are usually created in small sizes. But, as more multimdia information becomes available and more users are requesting more functionality, the WBHA gets larger incrementally. Incremental development need to be handled and specified in WBHAs development methods. Otherwise, as the WBHA gets larger as the maintenance gets difficult, and you may end up with unusable WBHA.
Multimedia information issue: Traditional development methods are usually concerned only with building the metadata of a software application. however, in WBHAs this is not the case since the WBHAs development involves creating both the metadata and the data itself. Furthermore, WBHAs usually contain a huge amount of multimedia information that require
special skills, equipment, and people to create. It is also a time consuming and costly task. Therefore, the process of gathering, creating and linking multimedia information need to be handled and specified in a development method of WBHAs.
Hyperlink issue: The degree of success of a WBHA is directly related to the developer's ability to capture and organize the structure of complex software problems in such a way as to make it clear and accessible to a wide range of users. To control the potential explosion of the number of hyperlinks, a WBHA developer does not really use every word as a hyperlink, but rather tries to directly interconnect only the most important and meaningful parts of the information to convey the overall meaning of that part of information in a more natural way $[1,6,7,8]$. Furthermore, linking related multimedia information requires determining the location of associated information. For large-scale WBHAs, the need to remember the location of related information becomes a major cognitive burden on WBHAs developers affecting the overall quality of work and productivity.

Therefore, The development method is desirable to support the process of linking multimedia information. it is also desirable to support ways of determining related hypermedia information. Finally, it is desirable to support developers with an insight of the WBHA pages and how they are linked together without going into much of the details of their implementation and the multimedia information they contain.

### 4.0. Proposed WBHAs Development Life-Cycle Model (WDLCM).

In this section, a new life-cycle model for


Figure 4.3: The relationship between waterfall model and WDLCM

WBHAs development is proposed. WDLCM extends the waterfall model to satisfy the requirements of WBHAs development. Figure 4.3 shows the relationship between the WDLCM and the waterfall model. The relationship is an inheritance relationship where the waterfall model represents the supper class and the WDLCM is its subclass. The WDLCM subclass inherits all the features of the waterfall model class and extends it to incorporate the special requirements of WBHAs development.
4.1 Overview of the WDLCM
phase could be of four types. First, The design report labeled with R2. Second, The analysis report labeled with R1.2. Third, the multimedia information gathered form different media sources Fourth, the need for migrating to one of three architecture types: static-content model, server-side operation model, or server-side database interface model. The output of the implementation phase is a working version of the WBHA.

Figure 4.5 shows a typical senario followed while developing WBHAs. The senario starts with the requirements for creating a new WBHA. In this case, the paths $\mathbf{i}$ then $\mathbf{i} 1$ is followed.


Figure 4.4: The proposed life-cycle model for WBHAs development

Figure 4.4 shows the proposed WDLCM. It includes the same development phases of the waterfall model. However, it extends the waterfall model to meet requirements of WBHAs development: migration issue, integration issue, incremental development, metadata and data creations, and multimedia information gathering process.

In Figure 4.4, The input to the analysis phase is represented with an arrow labeled with $\mathbf{i}$. The input could be of two types. First, a problem statement describing the need for creating a WBHA (labeled with i1). Second, a problem statement describing the need for either migrating from existing application to WBHA or integrating existing WBHAs into one single WBHA (labeled with i2). The output of the analysis phase is the analysis report shown in Figure 4.4 with an arrow labeled R1. The input to the design phase could be of two types. First, the analysis report labeled with R1.2. Second, the need for either migrating to distributed computing model labeled or integrating existing WBHAs into single WBHA (labeled with i2.1). The output of the design phase is the design report. Finally, the input to the implementation

After that, new requirements come specifing the need for incremental development. In this case, path $\mathbf{u}$ is followed, then developers have the choice to follow u1, u2, or u3 paths. Moreover, New requirements come specifing the need for migrating from existing database application to server-side database interface model. In this case, path $\mathbf{i}, \mathbf{i} \mathbf{2}$, then $\mathbf{i 2} .2$ is followed. Finally, new requirements come specifing the need to migrate two WBHAs. In this case, the path $\mathbf{i}, \mathbf{i} \mathbf{2}$, then $\mathbf{i} \mathbf{2} .1$ is followed.

| Requirements | Path |
| :--- | :--- |
| 1- Create WBHAs (WBHA_1) | (i) . ( i1) |
| 2- Incremental development | (u) . (u1\| u2|u3) |
| 3- Migrate Database App. to Server-side <br> database-interface model (WBHA_2) | (i). . (i2) . (i2,2) |
| 4- Integrate WBHA_1 and WBHA_2 into <br> WBHA_3 | (i) . (i2) . (i2.1) |
| 5- Incremental development | (u) . (u1\| u2|u3) |

Figure 4.5: A typical senario of WBHAs development

In the analysis phase, the WBHA to be developed is analyzed and specified. This involves
defining: the information structure, user types, user tasks, user access paths, classifying objects into static and dynamic objects, and defining operations performed by the WBHA. The analysis report is used to design the WBHA. The design phase involves specifing: Web pages structure, access primitives, partitioning dynamic objects into client and server objects. Finally, the implementation phase goes through three steps: multimedia information gathering, Web page templates creation, and multimedia information linking. In the implementation phase, the analysis report is used to perform the multimedia information gathering, and The design report is used to create HTML templates. The last step of the implementation phase involves the linking of multimedia information and filling HTML templates.
4.2 How the WDLCM is meeting the requirements of WBHAs development:

In this section, we describe how the proposed WDLCM meets requirements of WBHAs development.
4.2.1 Migration issues: The migration process is defined as the process of converting a traditional software application to a WBHAs. Migration can be of different types:

- . Migration to static-content model.
- Migration to server-side operation model.
- . Migration to server-side database interface model.
- Migration to distributed computation environment.
- Migration to mixed environment.

Migration to static-content model: This type of migration is useful only if the existing application is a data intensive application. Typical examples of data intensive applications include:

1. Traditional hypermedia applications such as MS Encarta and MS windows help.
2.Relational database application.
3.Object-oriented database application.

In this type of migration, developers can go directly to the implementation phase assuming that both analysis and design phases are performed. For example, converting MS Encarta to static-content model requires converting each screen of MS Encarta to a web Page. Then linking those Web pages in the same way MS Encarta links the screens.

Therefore developers can follow the line labeled i2.2 in Figure 4.4.
Migration to server-side operation model. Figure 4.6 shows the work process of server-side operation model. In the migration process, developers need to write two things:


Figure 4.6: Working process of server-side operation model
the gateway scripts that communicate with CGI programs and the HTML forms that are used for both entering user data and displaying information resulted from invoking those gateway scripts. To perform these two activities, developers can go directly to the implementation phase. Therefore developers can follow the line labeled $\mathbf{i 2} 2$ in Figure 4.4.
. Migration to server-side database interface model. The working process of server-side database interface model is the same as the serverside operation model except that the server CGI program is an RDBMS. For example, to enable a client-server database application running under oracle RDBMS as a server and MS access as a client to be accessed from the WWW, we need in the implementation phase to map the Ms Access forms into HTML forms and to write simple CGI scripts that communicate with oracle RDBMS to perform the required SQL quires. Therefore, the migration process can start from the implementation phase following the line labeled with i2.2.

- Migration to distributed computation model: In this type of migration, we need to partition the objects/classes into client and server. An optimal object partitioning will greatly improves the overall performance of WBHAs. The existing application shows the objects that constitute the application. But it
does not show the partitioning of these objects into clients and servers. In the proposed lifecycle model, the object partitioning is considered a design concern. Therefore, the migration process can start from the design phase following the line in Figure 4.4 labeled with i2.1.
- Migration to mixed environment: In this type of migration, we need to specify which objects/classes will be static and dynamic. Then for dynamic objects we need to partition the objects into client and server. In the proposed life-cycle model, deciding which object will be static and which object will be dynamic is considered an analysis concern. Therefore, the migration process can start from the analysis phase following the line labeled with i1 in Figure 4.4


### 4.2.2 Integration issue:

The development of WBHAs is sometimes a complex task that can not be perfomed in a centralized way. Therefore, a more reasonable approach is to first allow the different departements of an organization to build their own WBHA and then to integrate them to represent the global view of the complete WBHA. This type of collaboratrive development is will supported by the WWW since it is a distributed system.

The problem with this approach is that it is not will supported by the waterfall model. The waterfall model assumes that the software to be built is created from scratch but not as existing components that need to be integrated toghether. In the proposed WDLCM, the integration of the different components of a WBHA is a design concern. Therefore, when existing different WBHAs need to be integrated together, the integration process can start from the design phase directly. In the design phase, designers have to check for redundancies and inconsistencies and assigns a uniform layout to all WBHAs. Moreover, in the implementation phase the developer can determine, whether sub-WBHAs will be implemented locally or on a remote server.

### 4.3 Incremental Development.

Incremental development suggests that new requirements to existing WBHAs are categorized into three different types:

New requirements that affect analysis components such as adding a new object or functionality to the WBHAs.
New requirements that affect design components such as access primitives, objects partitioning, or Web page components.
New requirements that affect implementation components such as the behavior or appearance of multimedia objects, or storage directory structure.

Figure 4.4 shows three different paths for incremental development: 1) when new requirements affect analysis, the development process is desirable to start from analysis phase. 2) If new requirements affect design only, the development process is desirable to start from design phase. 3) Finally, if the new requirements affect only implementation phase, then the development process is desirable to start from the implementation phase.

### 4.4 Metadata and data creation:

The classical waterfall model use the problem statement as input to create the metadata of intended software application. The creation of data is assumed to be after the system is installed. However, for WBHAs, developers usually submits to users both the working version of the program and the data the program operate on. In the proposed life-cycle model for WBHAs development, the implementation phase accepts as input both the design report resulted from the design phase and the multimedia information collected from external sources. The implementers will use the design report to build Web page templates, then they use the collected multimedia information to fill in the page templates. After that, a working version of the WBHA will be ready to be installed on the WWW.

### 4.2.5 Multimedia information gathering:

The multimedia information gathering process is an implementation concern. However, it has to be started as early as possible. In the proposed WDLCM, the multimedia information gathering process is started after the analysis phase is finished. This way, the development process will be less time consuming and less costly.

### 5.0 Conclusions and Future Works:

In this paper, we presented the requirements need to be supported by analysis and design methodlogies for WBHAs. Then, we described how the waterfall model lacks the capabilities to support those requirements. Finally, we presented our poposed lifecycle model for WBHAs development. The proposed life-cycle is augemented to meet the requirements of WBHAS development. In the fuature, we plan to complete this work by proposing a full detailed WBHAs development method that covers analysis, design, and implementation phases.
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#### Abstract

The problem of reverse engineering assembly language projects for microcontrollers from embedded systems is approached in this paper. A tool for analyzing projects is described which starts from the source files of the project to be analyzed, grouped in a Project Folder and from a Configuration files and generates diagrams for describing the program's functionality. The tool is useful for the programmer and for the project manager in different phases of a project: code review, design review and development. It is also useful for understanding and documenting older projects.


## I. INTRODUCTION

There are many situations in which older software projects which must be updated or used in new bigger projects are very difficult to understand because of their poor documentation. To complete the documentation there is the handmade solution, difficult, time consuming and error prone or an automated solution, but it needs specific software tools and the operation is called reverse engineering.
According to [1], reverse engineering, in software, "aims at obtaining high level representations of programs. Reverse engineering typically starts with a low level representation of a system (such as binaries, plain source code or execution traces) and try to distill more abstract representations from these (such as, for example... source code, architectural views or use cases, respectively). Reverse engineering methods and technologies play an important role in many software engineering tasks, such as program comprehension, system migrations and software evolution". Reverse engineering can be done at different levels: from binaries to assembly language, from assembly language to high level language, from one high level language to another high level language or between a language to a more abstract visual representation.
The problem of reverse engineering assembly language projects for microcontrollers from embedded systems is approached in this paper. A tool for analyzing microcontrollers' assembly language projects in embedded systems is described. It receives assembly language project and a configuration file and offers a modular and symbolic representation, using diagrams, of the program. Several types of diagrams are obtained giving a complete visual representation of the program functionality, at high level.
The next section presents other similar works, the third section describes the tool which analyses the assembly
language projects, in the fourth section the used technologies are detailed, the fifth section describes a case study and the last section outlines the conclusions.

## II. RELATED WORK

The reverse engineering process was treated in other papers too. Many tools for analyzing high level language projects were developed but fewer for assembly language projects.

Reference [2] describes a tool for transforming a high level language project into an assembly language one. A project written in ZIL language, which is a high level language close to C, is transformed in a project written in the Z86 microcontroller's assembly language. The decompilation process is approached in [3]. The application generates high level C or C++ source code having as inputs the compiled executables. The migration software process is addressed in [4]. A set of tools are implemented for adding the migration of C code into Java programs. Reference [5] deals with the disassembly process. Two commonly used disassembly algorithms are examined and their disadvantages are outlined. Another solution is described which make a better disassembly, detecting the situations where the disassembly may be incorrect and limiting the extend of errors. The work from [6] is closer to the embedded systems. It presents a reverse engineering tool for assembler language to ANSI-C for DSPs. A similar level transforming, from IBM 370 assembler language to C is described in [7]. The achievement from [8] deals with real-time assembly code. It transforms Z86 assembly language programs for several microcontrollers into ZIL Language.

Unlike the above mentioned achievements, in which the transformation is made from a language to another one, the tool described in this paper analyses an assembly language program for transforming it in a modular and visual representation using diagrams. It is a more abstract level showing the relationships between the modules and the functionality of the program.

## III. ASSEMBLY LANGUAGE PROJECTS ANALYZE

A tool was developed for reverse engineering analyze for microcontrollers' assembly language projects. The projects' files are grouped into modules, based on their names. All files with the same name, but different extensions will constitute a module and each of them will be parsed independently.

Variables, constants, macros, functions and function like macros are module members identified for each module.

Starting from the input project files (with .stc and .inc extensions) and from the Configuration file (with .xml extension), which contains the application's configuration, the tool will generate: Control and Data Flow diagrams between modules and Flowcharts and Call Trees diagrams for each function and function like macro. Microsoft Visio was used for drawing the diagrams.
The Control Flow diagram shows all function calls and function like macro substitutions between two or more modules. An example of such a diagram is presented in fig. 1.


Fig. 1 A Control Flow diagram
The Control Flow diagram represent all the call made from the analyzed module, placed in the top of the diagram, and other modules, further called interfering modules.

The analyzed module is represented in a box which contains the module name and the public functions and public macros exported from that module. All the interfering modules are represented in the diagram only if a relation exists with the
analyzed module. The control relationship between the analyzed module and an interfering module is indicated by an arrow. An interfering module is represented in a box that contains the module name and two sections: one for the functions required by the analyzed module from that interfering module and one for the function like macros imported by the analyzed module from that interfering module

When parsing the source code of the analyzed module, if there are functions or function like macros required but not provided by any module belonging to the project, they will be assigned to a virtual module called "Not_found_module". It means that the project folder loaded does not contain all the modules that interact with the analyzed module.
The Data Flow diagram should represent all data exchanged between the analyzed module and the other modules of the project. It must show the origin of the data, the data flow and the access type (read, write or read/write). The Data Flow diagram will indicate for each module, all provided and required variables, constants, macros and access type. Fig. 2 presents a Data Flow diagram.


Fig. 2 A Data Flow diagram
The analyzed module is represented in a box, placed in the top of the diagram, which contains the module name and all the public data exported from the module. The interfering modules are represented in the diagram only if a relation exists between
them and the analyzed module. The box which contains an interfering module has in its top the module name and two more sections, called: Required from Analyzed Module and Provided to Analyzed Module. The first section contains all the data exported from the analyzed module and used in the interfering module and the second section contains all the data exported from the interfering module and used in the analyzed module. Each section is further divided into two subsections: R (Read) and W (Write). In the Read subsection the data that is just being read is listed and in the Write subsection the data that is being altered is listed.

The data relationships between the analyzed module and the interfering modules are indicated by arrows. An arrow pointing to the analyzed module shows data imported from the interfering module. An arrow pointing to an interfering module shows that the interfering module uses data exported from the analyzed module. All the interactions shown concern the relationship between the analyzed module and the interfering modules and that's why the interactions between the interfering modules are not represented.

When parsing the source code of the analyzed module, if a data (variable, constant or macro) is found as required but not provided by any other module belonging to the project that data will be assigned to a virtual module called "Not_found_module". This module will contain only the Imported in Analyzed Module section because there is no way of finding if exported data from the analyzed module is used in other modules that are not loaded as part of the project.
The Flowchart diagram will be generated for each function or function like macro from the entire project. By analyzing the function or function like macro, the tool will distinguish each instruction type, will create adequate diagram blocks, and will connect the blocks with each other for obtaining a flowchart. Fig. 3 presents a Flowchart diagrams.


Fig. 3 A Flowchart diagram

The blocks will contain either the lines extracted from the code or the comments associated based on the rules defined further. A block is a sequence of code that will be associated with a single rectangle on the flowchart.

The Call Tree diagram will result from analyzing all the function or function like macro calls made from the analyzed method. The tree will be expanded until the leafs have empty call lists or the leafs are not found in the analyzed project, meaning the loaded project is not complete. Also if recursive calls are made, the tree will contain the call that produces the recursivity but will not be expanded anymore. Both the function and the function like macro calls must appear in the diagram. An example of a Call Tree is shown in the fig. 4.


Fig. 4 A Call Tree

## IV. USED TECHNOLOGIES

XML was used for the configuration file and for storing the module to file structure. The configuration file is the file that offers to the tool the flexibility regarding the assembly language used. The format of the configuration file is presented below:

## <configuration>

<source_file>source_extension</source_file>
$<$ header_file $>h e a d e r$ _extension $</ h e a d e r$ _file $>$
<regex_public_names>Reg_exp</regex_includes>
$<$ regex_functions $>$ Reg_exp</regex_functions $>$
<regex_function_declaration>Reg_exp</regex_function_de claration>
<regex_f_l_macros>Reg_exp</regex_f_l_macros>
<regex_constants $>$ Reg_exp $</$ regex_constants $>$
$<$ regex_variables $>$ Reg_exp $</$ regex_variables $>$
<regex_macros>Reg_exp</regex_macros>
<instructions>
<branches>

```
    <instruction mnemonic="instr_name"
no_params=" n', separator= '"}", type='XYZ'" label=''l"
to_instr='"+n/-n'/>
    </branches>
    <return>
        <instruction mnemonic=''instr_name"/>
    </return>
    <other>
        <instruction mnemonic="instr_name"/>
    </other>
    <keywords>
        <instruction mnemonic="instr_name"/>
        </keywords>
        </instructions>
    </platform>
<configuration>
```

Next, the tags will be described:

- <platform> tag: a <platform> tag must be defined for each platform that will be supported; the "name" attribute contains the name of the platform;
- <source_file> tag: tag for the source file extension for the specified platform; only one source file extension per platform is allowed;
- <header_file> tag: tag for the header file extension for the specified platform; only one header file extension per platform is allowed;
- <regex_public_names> tag: contains regular expression for public names;
- <regex_includes> tag: contains regular expression for included files;
- <regex_functions> tag: contains regular expression for functions;
- <regex_function_declaration> tag: contains regular expression for function definition;
- <regex_f_1_macros> tag: contains regular expression for function like macros;
- regex_constants> tag: contains regular expression for constants;
- <regex_variables> tag: contains regular expression for variables;
- <regex_macros> tag: contains regular expression for macros;
- <instructions> tag: contains all the instruction classes that are taken into consideration during source code parsing.
- <branches> tag: contains all the branch instructions of the specified platform;
- <instruction> tag: an <instruction $>$ tag must be
presented for every branch instruction; it must have the following attributes:
- mnemonic - the mnemonic of the instruction;
- no_params - the number of parameters of the instruction;
- separator - the separator between the parameters;
- type - a three letter code XYZ meaning: $\mathrm{X}=\mathrm{J} / \mathrm{C}$
(Jump/Call), $Y=\mathrm{N} / \mathrm{C}$ (Unconditioned/Conditioned),

A/R/X (Absolute/Relative/Indexed);

- label - the number of the parameter which contains the label to jump to (for absolute jumps and for calls);
- to_instr - the number of instructions to jump over from the current position ( $+\mathrm{n} /-\mathrm{n}$ ) (for relative jumps);
- <other> tag: contains all other instructions of the specified platform;
- <instruction> tag: an <instruction> tag must be presented inside <other> tag for every instruction of the specified platform, except for the ones described in the other categories; the only attribute contained is the instruction mnemonic;
- <return> tag: contains all the return instructions of the specified platform;
- <instruction> tag: an <instruction> tag must be presented inside <other> tag for every return instruction of the specified platform; the only attribute contained is the instruction mnemonic;
- <keyword> tag: contains all keywords in order not to be detected as function like macro calls; the keyword list is necessary in order not to be taken as function like macros substitution; when an instruction is analyzed this configuration file is being read and a list of all instructions and keywords found in this file is being created; if the analyzed line contains an instruction that is not found in this list then it is considered a function like macro substitution.
In order to change the assembly language this configuration file is the first that must be changed.
XML is also used for the File to Module structure. The format of the described XML file is shown below:


## <ORGANIZATION> <br> <MODULE module_namel> <br> <FILE file_namel> <br> $<$ MODULE $>$ <br> <|ORGANIZATION>

The chosed structure is simple and intuitive. The file will contain a list of modules and each module will contain a list of files.

Regular expressions were used in developing the reverse engineering tool. They were used several times:

- in the parsing process: to identify the module members, to identify the coding templates and when parsing the function and function like macro headers to identify needed information from the headers;
- in the drawing process: to identify code lines, to identify line containing instructions and to identify line containing labels.

Regular expressions were used because they offer a powerful and flexible way of searching. In order to be as independent as possible from the assembly language, regular expressions offer a flexible way of defining the information that needs to be extracted from the analyzed files. The choice of searching with regular expressions was made because of the string matching
character of the regular expression.
Between all those regular expressions mentioned above only the expressions used for identifying the module members are present in the configuration file and contribute the most to the language flexibility of the tool. Only those expressions will be further mentioned. They are: public names, functions, function declaration, function like macros, constants, variables and macros. They all start with the ${ }^{\wedge}(?: \mid t \mathrm{t})^{*}$ character sequence and end with the $(\mathrm{n} \mid \$)$ sequence. The first character has the role to match only the expressions that begin at a new line and not within a line and the character sequence from the end has the role to match an expression that ends with a new line. Only two descriptions will be given:

Public Names:
$\left.{ }^{\wedge}(?: \quad \mid \mathrm{t})\right)^{*}($ public $\mid$ Public $)(?: \quad \mid \mathrm{t})^{*}\left(\left(?:[\mathrm{A}-\mathrm{Z}]|[\mathrm{a}-\mathrm{z}]| \_\mid[0-\right.\right.$ $9])+)\left(?:\left[{ }^{\wedge}: \ln \right]\right) *(\backslash n \mid \$)$

This regular expression is used to identify all public names. This expression has one storable sub expression: "((?:[A-Z][ $\mathrm{a}-$ $z] \mid-[[0-9])+$ )" where the public name will be stored. As seen in this sub expression the public name can be built out of the following character set: [A-Z], [a-z], [0-9] and _. When a match occurs the tool will read the public name from the first sub expression.

Variables:
${ }^{\wedge}(?: \quad \mid \mathrm{t}) *($ public $\mid$ Public $\left.\left.) ?(?: \quad \mid \mathrm{t}) *((?:[\mathrm{A}-\mathrm{Z}] \mid] \mathrm{a}-\mathrm{z}]|-|[0-9]\right)+\right)(?:$ $\mid \mathrm{t})^{*}:(?: \quad \mid \backslash \mathrm{t})^{*}(?: \mathrm{DS} \mid \mathrm{ds})(?: \mid \backslash \mathrm{t})^{*}\left(?:(?:[\mathrm{A}-\mathrm{Z}]|[\mathrm{a}-\mathrm{z}]|[0-9] \mid-)^{+}\right)(?:$ $\mid \mathrm{t}) *\left(?:\left(?: ;(?: \mid \mathrm{t})\left(\left(?:[\wedge \backslash \mathrm{n}]^{*} ?\right)\right)\right) ?(?: \ln \mid \$)\right.$

This regular expression is used to identify all variable definitions. The presented expression is used to identify variable definitions under the STARC platform. It is divided into five main parts:

1. "(public|Public)?": the first part detects if the variable definition is a public one or not; the "public" or "Public" keyword can appear one or zero times in the matched expression; this part is the first sub expression, from here the tool will read either one of the keywords mentioned above or the empty string;
2. " $((?:[A-Z]|[a-z]|-\mid[0-9])+)$ ": the second part identifies the name of the variable; the character set accepted for a variable name definition is the same as accepted for the public name definition;
3. "(?:DS|ds)": the third part is a non storable sub expression; it means it won't count as a sub expression, its purpose is to identify the variable definition keyword "ds";
4. "(?:(?:[A-Z]|[a-z]|[0-9]|_)+)": the forth part is a non storable sub expression that will match the values attributed to the variable; it defines the same set of character as that for the name of the variable;
5. "(?:(?:;(?: $\left.\left.\mid \mathrm{t})^{*}\right)\left(\left(?:[\wedge \backslash \mathrm{n}]^{*} ?\right)\right)\right)$ ?": the last part of this expression has the role to identify any comments attached to the variable; this part contains also the third sub expression from where the tool will read the attached comments or the empty string; from the sub expression the tool will read only
the text of the comment
All other regular expressions are hard coded and much simpler defined as the ones shown above. The main target of the used regular expressions is to make the finding of text more flexible, quicker and easier. The choice of enabling the user to modify the regular expression of the module members lead to an assembly language independent tool.

Microsoft Visio is a tool which was used for drawing all the generated flowcharts and diagrams. It offered a collection of predrawn shapes from a template and it offered also the possibility to create new templates.

## V. A CASE STUDY

The tool was verified for the assembly language of STARC and NEC microcontrollers but can be easily adapted to other assembly languages too.

Next, an analyze for an assembly language project of a NEC microcontroller will be shown. The analyzed code is:
;FUNCTION :"arrcvtgb_captureIT",
;DOES :Nec function
; COMMENT :<compulso ry if complicated.Interactions, ;PARAMETERS
;RETURN VALUES :
-VARIABLES AFFECTED :<rub1>(r);<rub2>(w); used for df ;RESOURCES USED :
;BROKEN REGISTERS :
arrcvtgb_captureIT
;check lower limit of T15
cmpw ax,\#T_REC_T15_LEFT
;maybe T1?
bc s_ri_check_T1
;T15 detected: insert bit(s) ;check for lower limit of T2
cmpw ax,\#T_REC_T2_LEFT ;above T15 and below T2: wrong edge, reini bc s_ri_good_T1
;T2 detected: insert bits
s_check_ITload
mov a,S:rub_RecBytes ;move current byte to a
set cy ;1 to be inserted
rolc a, 1 ;insert the carry flag to $L S B$
mov S:rub_RecBytes,a ;store new value of current byte
set1 rbi_prev_bit ;update previous bit
dec S:rub_SyncEdgeCntTG ;decrement bit counter ;byte complete; further steps
br leave_IT
;above T1 and below T15: wrong edge, reinit s_ri_check_T1:

```
    br leave_IT
s_ri_good_TI.
    SET DEB PORT P50
    CLR_DEB_PORT_P50
    ;increment counter
    inc S:rub_SyncEdgeCntTG
leave_IT:
    movx ax,hl
    movw rpuw_TxBufferpnt,ax
    pop ax
    pop hl
    ret
;ENDF
END
```

Based on the option flags set by the Configuration file, several diagrams will be generated. Fig. 5 shows a Flowchart diagram when all option flags are not checked


Fig. 5 Flowchart diagram (all option flags not checked)

## V. CONCLUSIONS

The tool was developed for the programmer and the project manager. The tool helps the programmer to review code, to understand an already written project and to create the documentation of a newly created project. The tool helps the project manager to obtain a better view over the entire project and to better enable planning and tracking over the growth of the project.
Further improvements are possible, by adding several modules and features, such as:

- code simulation module: it will be useful for replacing the affected variables header section and to detect all variable changes by analyzing the code; it must take into account the microcontrollers architecture
- code generation module: it will be used for generating empty module with the proper template sections when a new module is added to the tool structure and for generating empty module members with all header and comment requirements when those members are being added to the target module;
- artificial intelligence module for flowchart generation: it will increase the analyzing possibilities;
- module for regular expressions generation from a visual interface;
- adding new outputs and improve the existing outputs: e. g. an inclusion tree which will help seeing the include dependencies between modules;
- visual relation between data and the functions or function like macros where it is modified: this feature will help identifying the locations were a data is being modified and the way it is modified;
- own Layout module to compensate Visio's layout for a more exact representation
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#### Abstract

This work studies loop control composition in continuous chemical reactors with simple structures, due to its large acceptance in chemical industry. A linear cascade composition control (master/slave) is proposed, designed with basic control structures based on Laplace tools. Two configurations are designed, which were evaluated in a dynamic model of continuous stirred tank. From a stability analysis it is noted that, for such configurations, system assent time is 7 to 8 times reduced if compared to the assent time without loop control. Besides, the system shows a good performance when coming to the asked reference. Implementation of such control configurations can solve the problem of loop control composition.


Keywords: composition controls, cascade controls; gain, feedback, loop control.

## I. INTRODUCTION

The chemical reactors are the heart of the chemical process. The continuous reactor of jacked tanks is the most used in chemical processes industries. The most common example for the production of paints and plastics is polymerization. These systems usually have up to three equilibrium points, and if the desired equilibrium point is unstable, this corresponds to the optimal production in the process [7]. If the disturbances disappear slowly, or if the settling time is too long, we can ask ourselves it's possible to make it stable?, improve it's stability, or diminish the settling time?. The answer is yes. For example, to improve the stability we increase the slope of the hot elimination line.
A control application can be essential to operate some chemical processes, as the techniques of control used will have a prime importance on quantity and quality of products. The use of a control technique also implies an increase of the security level. From a contaminant diminution point of view, a good process is achieved if the chemical process limits unnecessary losses or gaseous emissions to the atmosphere. Such control systems could be implemented in water treatment plants to comply with the minimum quality required by authorities, discharged or reused water.
The design of a particular control technique will depend on operational necessities and the kind of parameters that can be measured or estimated.

Aris and Admunson started to design and investigation integral proportional controls (PI) to maintain and determine the stability of Continuous Stirred Tank Reactors (CSTRs) [2].
The integral proportional control (PI) is a popular control method since the proportional control cannot by itself compensate for steady state deviations when the process is submitted to disturbances. A Laplace analysis in a closed loop system presents sufficient integral action to compensate for steady state deviation which reaches the desired setpoint.
The cascade control is one of the most of use tools for the design of advanced controls. It has a special capacity to eliminate disturbances and reduce time constants, which improves the performance controls. This type of strategy is used in chemical processes in which the measurement of some parameters is delayed or in great capacities process such as distillation columns. In such systems, the conventional control types (proportional and integral controls) lead to a delay in control action and poor performance as the disturbances and the measurement noises will not be detected in enough time to allow a corrective action [1].
A cascade control is proposed to solve the problem of disturbances and measurement delays which effects are more quickly detected in the outlet of secondary control than in a controlled variable.

The use of a cascade control is recommended for those processes in which the dynamic of a secondary control loop is quicker than the one of a primary control [9].

In these conditions, due to the difference between them the interaction between the two control schemes is practically inexistent. Therefore, these controls do not present significant synchronization problems.

## II. SYSTEM DESCRIPTION

The dynamics of CSTR in which $m$ reactions take place involving $n(n>m)$ chemicals species can be described by:

$$
\begin{align*}
& \dot{C}=\theta\left(C_{i n}-C\right)+E r(C, T)  \tag{1}\\
& \dot{T}=\theta\left(T_{i n}-T\right)+\operatorname{Hr}(C, T)+\gamma(u-T)
\end{align*}
$$

where:

- $\quad C \in \mathbb{R}^{n}$ is the vector of concentrations of chemical species.
- $\quad C_{i n} \in \mathbb{R}^{n}$ is the vector non-negative and constant feed concentrations.
- $\quad T \in \mathbb{R}$ is the vector temperature.
- $\quad T_{i n} \in \mathbb{R}$ is the vector feed temperature.
- $r(C, T) \in \mathbb{R}^{m}$ is the smooth, non-negative, bounded vector of reaction kinetics, with $r(C, T)=0 \quad \forall$ $t \leq 0$.
- $E \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ is the stoichiometric matrix.
- $H(C, T) \in \mathbb{R}^{m}$ is the smooth, bounded row vector of reaction enthalpies, with $H(C, T)=0 \quad \forall t \leq 0$.
- $\quad \theta$ is the reactor dilution rate (i.e. flow rate/volume).
- $\quad \gamma$ is the heat transfer parameter.
- $u$ is the jacket or wall temperature, which is taken as the as the control input.

Non-linearity in models of equations 1 are introduced by the reaction kinetics $r(C, T)$. Commonly, $r(C, T)$ has a polynomial or rational dependency on C and has an Arrhenius dependency on T. Due to this kinetics, CSTRs can display a great variety of dynamic behaviors from multiplicity of steady states to sustained oscillations, including odd attractors [3].

## III. SLAVE CONTROL DESIGN

The expression of proportional control $(\mathbf{P})$, is represented as follows [6, 8]:
$u=\bar{u}+k p\left(T^{r}-T\right)$
where:
$\bar{u}$ is the jacket cool temperature nominal not dimensional
$T^{r}$ is the reference temperature
$k p$ is the process gain
Applying the Laplace transformation to the equation (2), one get:
$\frac{u}{T}=\frac{\Delta u(s)}{\Delta T(s)} \approx-k p$
The Ordinary Differential linear Equation (ODE), in terms of deviation variables, is given by:
$\dot{T}=\left(k_{p r} / \tau_{o}\right) u-\tau_{o}^{-1} T$
where:
$k_{p r}$ is the process gain, temperature unities
$\tau_{o}$ is the process time
The linear ODE is presented next without being submitted to any perturbations, as:
$\dot{T}=-\tau_{c}^{-1} T$
where:
$\dot{T}=-\tau_{c}^{-1} T$ is the time characteristic
Equaling equations 4 and 5 and order to search for the controller parameters in terms of process parameters, with can be easily calculated with the IMC method, we get:
$\left(k_{p r} / \tau_{o}\right) u-\tau_{o}^{-1} T=-\tau_{c}^{-1} T$
Reordering $u / T$ :
$\frac{u}{T}=k_{p r}^{-1}\left[1.0-\tau_{o} / \tau_{c}\right]$
To get the gain of slave control, equations 7 and 3 give:
$k p=-k_{p r}^{-1}\left[1.0-\tau_{o} / \tau_{c}\right]$
As shown in the following equation, the process time without disturbances is directly proportional to the real process time:
$\tau_{c}=\alpha \tau_{o}$
Therefore:
$\frac{\tau_{o}}{\tau_{c}}=\frac{1}{\alpha}$
Substituting equation (10) into equation (8):
$k p=k_{p r}^{-1}\left[\frac{1}{\alpha}-1\right]$
The $\alpha$ term can't be zero, as this leads to $1 / \alpha \approx \infty$, and this is not acceptable. The other boundary extreme would be $1 / \alpha=1$. This only happens if $\alpha=1$, which means that the control would no longer exist. Thus $\alpha$ indicates the rate of control response, with $0<\alpha \leq 1.0$.

Finally, substituting equation 11 in equation 1 we have the P controller:
$u=\bar{u}+k_{p r}^{-1}\left[\frac{1}{\alpha}-1\right]\left(T^{r}-T\right)$
where $\mathrm{k}_{\mathrm{pr}}$ is the process gain which calculated is by the IMC method.

Equation 12 is the Slave Control law, which is directly proportional to the temperature where the proportional constant is the process gain.

## IV. MASTER CONTROL DESIGN

The master control law will be used next it's worth noting that the principal reason that motivates the action of the integral control is related to the fact that the proportional control cannot compensate for the come up to out of steady state when the process is submitted to fluctuations. Thus, the integral action is able to compensate from deviations to steady state which means that the integral action is used to increase the set-point convergence.

Combining the action of the integral concentration control and the proportional temperature control, we get a cascade control. $\left(\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}\right)$ which is the fundamental part of the present work, expressed as:
$T^{r}=\bar{T}+K_{I, C} \int\left(C^{r}-C\right) d t$
$K_{I, C}=1.0 / k_{p r i} \tau_{I}$
where:
$\tau_{I}$ is the proportional control convergence time
$K_{I, C}$ is the integral control gain, concentration ${ }^{-1}$ unities
$k_{p r i}$ is the concentration process gain, concentration ${ }^{-1}$ for time ${ }^{-1}$ unities

The equation 13 is the Master Control Law which is directly proportional to integrate of the concentration, from time zero to time $t$, where the proportional constant is the gain of the integral control.

The integral control process gain can be obtained from the slope of the tangent, which is calculated by the relationship of the concentration to the reactor temperature. Mathematically this is represented as:
$k_{p r i}=\frac{d C}{d T} \cong \frac{\Delta C}{\Delta T}$
Different control configurations will be computed. These will be tested and evaluated for a sample case.

Since the main problem of this work consists in designing and evaluating the cascade control strategies of composition for CSTRs, control linear techniques were employed. To reach them, a secondary control was first designed followed by a primary control. It is important to mention that two configurations of cascade control were designed which are proven using numerical simulation. The linear cascade type control design of composition in it's configuration $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$, consists of two parts: a master control that corresponds to equation 15 and a slave control, which corresponds to equation 16.

Cascade control of concentration configuration $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$


Fig.1. Blocks of diagram $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ control configuration. $u=\bar{u}+k_{p r}^{-1}\left[\frac{1}{\alpha}-1\right]\left(T^{r}-T\right)$
$T^{r}=\bar{T}+K_{I, C} \int\left(C^{r}-C\right) d t$
$K_{I, C}=1 / k_{p r i} \tau_{I}$
Cascade control of concentration configuration $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$


Fig.2. Blocks of diagram $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ control configuration.
$u=\bar{u}+k_{p r}^{-1}\left[\frac{1}{\alpha}-1\right]\left(T^{r}-T\right)+K_{I, T} \int\left(T^{r}-T\right) d t$
where:
$\mathrm{k}_{\text {pri }}$ is the process of concentration gain, concentration ${ }^{-}$ ${ }^{1}$ temperature ${ }^{-1}$ unites
$\tau_{0}$ is the time of the process
$\tau_{I}$ is the time of convergence $\mathbf{P}$ control

## V. APLICATION EXAMPLE

The system consists of a catalytic reaction of benzene to form maleic anhydride. The equations that describe the dynamics of this study case, in which the control structures previously designed will be implemented, are presented next [5]:
$\xi_{i}=\exp \left(\beta_{i} T /\left(1+T / \beta_{m}\right)\right)$
$k_{i}=A_{i 0} \exp \left(-E_{i} / R T_{f}\right)$
$r x n_{1}=a_{5}\left(k_{1 f} \xi_{1}+k_{3 f} \xi_{3}\right) C_{b z}$
$r x n_{2}=a_{5}\left(k_{1 f} \xi_{1} C_{b z}-k_{2 f} \xi_{2} C_{m a}\right)$
$r x n_{3}=a_{3}\binom{\left(\Delta H_{1} k_{1 f} \xi_{1}+\Delta H_{3} k_{3 f} \xi_{3}\right) C_{b z}}{+\Delta H_{2} k_{2 f} \xi_{2} C_{m a}}$
$\dot{C}_{b z}=\theta_{c}\left(C_{b z i n}-C_{b z}\right)-r x n_{1}$
$\dot{C}_{m a}=\theta_{c}\left(C_{\text {main }}-C_{m a}\right)+r x n_{2}$
$\dot{T}=\theta_{T}\left(T_{\text {in }}-T\right)-r x n_{3}+\gamma(U-T)$

In Figure 3 it's observed that the settling time is nearly 39 minutes. This time will serve to justify the use of the control system.


Fig.3. Numerical simulation of open loop dynamic system.
The stability of the reactor is presented in the next analysis. To obtain the equilibrium points of the case of study, finding that after a extended work of simulation only one equilibrium point exists and thus this point is stable, it remains unnecessary to realize the stability probes. However, Figure 3 shows clearly the equilibrium point in a way that you can read the not-dimensional equilibrium point. Nevertheless, it's necessary to find the operation point of the dynamic system studied, as only one equilibrium point is not the optimum point of production. Thus, we need to perform an analysis of the reaction speed in order to find the highest speed of the anhydride maleic reaction. This will allow us to find the vector of operation utilizing: $\vec{\psi}=\left[\begin{array}{lll}C b z & C m a & T r\end{array}\right]$ (which is like unstable equilibrium points which are more difficult to control). It is therefore necessary to generate the sections of notdimensional reaction speed $\left(\mathrm{V}_{\mathrm{rxn}}\right)$ for each of the species presented in the case study.


Fig.4. Speed reaction profile of the species in the dynamic system of the case study in the temperature cooling jacket function.

In the line marked with dots in Figure 4, we obtain the maximum with the type $F\left(T_{c}(K), V_{r x n}\right)=(670,0.245)$ to realize the simulation of the system dynamic and find the vector optimum point of operation with: $\vec{\psi}=\left[\begin{array}{llllll}0.41 & \% m o l & 0.774 & \% m o l & 710.144 & K\end{array}\right]$. Besides, we simulated the system dynamics changing the temperature of the cooling jacket in a way that we obtain Figures 5 and 6, in which the optimum vector of operation fits with the maximum point in the concentration-temperature map of the reactor and of the cooling jacket temperature.


Fig.5. Steady-state map concentration $\mathrm{C}_{\mathrm{ma}}$ in reactor temperature $T(K)$ function.


Fig.6. Steady-state map concentration $\mathrm{C}_{\mathrm{ma}}$ in cooling jacket temperature $\mathrm{T}_{\mathrm{c}}(\mathrm{K})$ function.

Figures 5 and 6 are the stationary state maps which are used to show the dynamic behavior of the simulated system without a control law. These maps give an idea of the maximum reference point that could be fed in both control configurations. In Figures 5 and 6, we observe that the maximum composition is $0.774 \%$ mole. It's important to obtain the maximum concentration value because in the simulation, if a higher value is inputted the conversion couldn't be reached. Also, it is not interesting to work with the maximum point, as problems with the synchronization are generated. Thus it was set in a point close to the optimum point, which is designed by $\mathrm{Tc}=640 \mathrm{~K}$.

We performed a step test with temperature functions of the cooling jacket using:
$T_{c}=640+u$
where
$u= \pm 5 \%$
These functions are plotted in Figures 7 and 8, according to a positive or negative step response of temperature, respectively. Based on these plots, $\mathbf{P}$ control parameters for the temperature are calculated. In Figure 7, we observe that there is an approximate delay of 6 minutes between the initial and final stationary state whereas in Figure 8 it delays approximately 8 minutes. Comparing this with theoretical time, it can be calculated as 4 times the inverse of the dilution rate and mathematically as: $\tau=4\left(1 / \theta_{c}\right)$, $\tau=6.38 \mathrm{~min}$ where $\theta_{c}=0.6265$ and $1 / \theta_{c}=1.59 \mathrm{~min}^{-1}$. For that reason $\tau_{+}<\tau<\tau_{-}$, where $\tau_{+}=6 \mathrm{~min}$ and $\tau_{-}=8 \mathrm{~min}$.


Fig.7. Step positive response of temperature in time function, with step change from $\mathrm{Tc}=640 \mathrm{~K}$ to 672 K .


Fig.8. Step negative response of temperature in time function, with step change from $\mathrm{Tc}=640 \mathrm{~K}$ to 608 K .

With base in the central theory, we obtain the parameters of the control configurations $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ and $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ which are: $k_{\mathrm{pr}}=$ $0.833 \mathrm{~K}^{-1}, k_{\text {pri }}=0.055 \% \mathrm{~mol} / \mathrm{K}, \tau_{0}=8.313 \mathrm{~min}, \tau_{1}=1.35$ $\min , \bar{C}_{m a}=0.733 \% \mathrm{~mol}, \bar{T}=692.244 \mathrm{~K}, \bar{T}_{\mathrm{C}}=645.0 \mathrm{~K}$.

Figures 9 and 10 show the performance of the two control configurations described previously, which clearly show that the settling time $\left(\tau_{A}\right)$ decrease as:
$\left(\tau_{A}^{\text {control } P_{T} I_{C}}=5.3 \mathrm{~min}\right) \ll\left(\tau_{A}^{\text {control } P_{T} I_{C}}=6.5 \mathrm{~min}\right) \ll\left(\tau_{A}^{\text {openedknott }}=39 \mathrm{~min}\right)$ , in a value of $\alpha=0.1$.


## Fig.9. Performance of composition in the configuration $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathrm{C}}$.



Fig.10. Performance of composition control in the configuration $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$.

Figures 11 and 12 shows the description face of the proposed configurations control in which we see how the curves converge to the set point, which corresponds to the optimum operation $(710.144 \mathrm{~K}, 0.774 \% \mathrm{~mol})$, found after performing the dynamic system analysis.


Fig.11. Phase portrait of configuration $\quad \mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ with $C_{m a}^{s e t}=0.774 \% m o l$ of set-point.


Fig.12. Phase portrait of configuration $\quad \mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ with $C_{m a}^{S e t}=0.774 \% \mathrm{~mol}$ of set-point.

Figures 9 and 10 present similar structures, as is obtained when one uses unstable equilibrium points. This means that the previously calculated optimum production point calculated is unstable.

Note that the control design was performed under the conditions that all the variable states are available in the
feed-forward. However, in the practice not all the variables state is available to the feed-forward. So, we need to calculate the variables state that is not disposal. That is the case of composition. Nevertheless, some methods exist to estimate the state variables which are not measured by a differentiation process. These methods are based on a mechanism that estimates and observes the variables state.

## VI. CONCLUSIONS

Simple sketches of the cascade type control were designed, based on simple in-out models in-out of low rank obtained by a first order lineal differential equation. The type cascade control sketches don't present the disadvantage of classic lineal controls (i.e. not considering dynamics model contempt and the external disturbances) designed by a first order lineal theoretical model. This is due to the fact that non-modeled dynamic effect and non-modeled external disturbances effects are included in the control derivations by one term which groups the systems errors.

The cascade control $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ and $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$, show favorable performance because they maintain the requested reference. The scheme of control in the $\mathbf{P}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ configuration has the structure of a classic PI control, with two adjustable parameters: the proportional temperature constant, and the integral constant of concentration.

For the $\mathbf{P I}_{\mathbf{T}} \mathbf{I}_{\mathbf{C}}$ configuration, the structure corresponds to an advanced $\mathbf{P I}^{2}$ control with three adjustable parameters: the proportional constant of temperature, the time constant of temperature, and the integral constant of concentration.

For dynamic systems, which have one only equilibrium point, an optimal production point of the desired specie can be obtained through an analysis of the reaction speed. Using this operation, the optimum point will be similar to an instable operation point.

As proposed this work demonstrates that CSTRs present satisfactory performances with simple structures of cascade type linear control.
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#### Abstract

Air contamination is one of the biggest problems that affects to the countries in almost any part of the world. The increase in the quantities of gases and particles that are potentially harmful to health and the environment has been verified to world scale, and each day it becomes more obvious that the answer to these problems should concentrate in the search of intelligent solutions.


In Chile, by law, the obligation settles down of developing decontamination plans in areas where the levels of pollutants systematically exceed the environmental norms, and plans of prevention where these norms are in danger of being overcome.

During the autumn-winter season the population of Santiago's city centre is affected by a sudden increase in the levels of air contamination. This situation is known as a critical episode of atmospheric contamination, and it takes place when there are register high levels of concentration of pollutants during a short period of time. These episodes originate from the convergence of a series of meteorological factors that impede the ventilation of Santiago's basin due to an increase in the previous emissions to the episode.

According to the existing by-law, the criteria to decrease a critical episode of contamination is referred to in the index ICAP, that is generated by the data of the Net of Mensuration of gases and particles that are entered into a prognostic method developed by the physicist J. Cassmassi. [44], [47], [55].

This way, the authority makes the decisions with regard to the critical episodes that can affect Santiago's city centre, depending on the predictions that gives a pattern.

Our investigational work is framed in the line of looking for intelligent methodologies for prediction and control of environmental problems in Santiago's city centre and its Metropolitan Area.

Words Key: Intelligent Analysis, Decision Support Systems, Knowledge Data Discovery, Contamination, Pollution.

## 1. INTRODUCTION

### 1.1. The Problem

The contamination of the air in Santiago's city centre originates mainly during autumn-winter season, in these months the population of the Metropolitan Region is affected by a sudden increase in the levels of air contamination.

These situations, known generically as critical episodes of atmospheric contamination, take place when they register high levels of certain polluting agents' concentrating during short periods. These episodes originate from the convergence of a series of meteorological factors that impede the ventilation of Santiago's basin, and also due to an increase in the emissions of these polluting agents.

The Quality of the Air for Material Particle Index, ICAP [1], [2], [3] is the indicator that through the data of Cassmassi's diagnostic model serves as an antecedent so that the government's authority can determine that Santiago's city centre in the presence of a critical episode of contamination. Cassmassi's model predicts the maximum value of concentration in an average of 24 hours of breathable particle material is PM10, for the period of 00 to 24 hours of the following day.

- For this forecast of episodes, a team of expert meteorologists prepares a daily forecast of meteorological conditions associated with episodes of atmospheric contamination for the Metropolitan Region, based on modernized meteorological information, national and international, and from the data of quality of air of the automatic Net of Mensuration of the air quality and meteorology Net MACAM [2], [45].
- It is important to highlight that because the pattern predicts the air quality for the following day, the declaration of an episode on the part of the authority does not imply that the air has worsened, but rather that it could end up worsening. That is to say, the episodes are decreased in preventive manner to avoid reaching the predicted indexes, and this way to protect the population's health.

This way of approaching the problem and making decisions presents some undesirable results, such as;

- The pattern of Cassmassi considers eight observation stations in isolated form, and in many occasions it has been observed that during critical incident episodes, the stations interact with each other.
- The maintenance a reductionist point of view (in midst of the systemic focus) has induced the occurrence of countless prediction errors.
- In a study carried out by the CONAMA [3], [48], [49] it showed that this model is ineffective to predict critical levels of contamination. In period of March 20, 2003 to August 10, 2003 they have correctly predicted a critical incident only 8 times, with 30 false alarms and 12 underestimated incidences.
- Due to the global climatic change, each year is more difficult to carry out reliable predictions, but this model has not adapted to these new situations (that is to say, it maintains its stable parameters, although the conditions in the study change).
- Another element that stands out is that Cassmassi's model has not been modernized since it was designed, and six years have past since its development. It has also been ignored that the technicians of the Cenma, the organization of the University of Chile in charge of carrying out the predictions to make decisions, have been requesting its modernization for some time.
- With regard to the primary norm of air quality for thick particle material (PM10) it is said that the current pattern of prediction only centers the attention in the values' means and not in the variations per hour, which means that the maximum contamination of each day are hidden in the average of 24 hours.


### 1.2. Administration of the Problem

At the present time and to world level, the study and control of problems of environmental contamination, has been approached with the support of the calls by DSS (Decision Support Systems) that are a specific class of systems of information that support the processes of making decisions in the organizations. These DSS is interactive systems that help to the making of decisions by facilitating the handling of the data, documents, knowledge model that are used to solve problems inside the organizations.

One of the areas that the DSS is very useful is in the support in the making of decisions for analysis and control of environmental problems, in particular the support that it can offer to the Data Mining, when allowing to extract patterns, models, relationships, tendencies, etc. that finally allow to find "rules " or "
patterns " (" knowledge ") from the data and to then communicate them to the user through the DSS.

### 1.3. Objectives of the Investigation

The general objective of our investigation is to propose a methodology currently based on the DSS, like an alternative to the method used to measure and make decisions with regard to the environmental emergencies in Santiago's city centre.

## 2. CURRENT ADMINISTRATION OF THE CONTAMINATION IN THE CITY DE SANTIAGO

### 2.1. Introduction

One of the biggest problems that the Metropolitan Region possesses, especially in the municipality of Santiago, Chile is the concentration in the atmosphere of polluting particles that damage the health of people that live and commute through the city. For this reason it is important to have a good support system in the decisions that allow for the analysis of the data to obtain results can help to make better decisions of prevention for the citizens.

A responsible entity that takes charge of looking after the care of the environment is the SESMA [44] who through a net of mensuration called Net MACAM [45] register the levels of contamination in the environment on a daily basis.

### 2.2. MACAM Net

The official net of Automatic Monitoring of Air Quality and Meteorology of the city of Santiago, Chile (Net MACAM) began in 1988 with 5 monitoring stations, mostly located in Santiago's central sector. In the winter of 1997, this net was renovated and enlarged to 8 stations of automatic monitoring stations, in what today is known as the Net MACAM-2, clerk of the Metropolitan Service of Health of the Atmosphere (SESMA). The website to obtain the data is as follows:

## http://www.minsal.cl/sesma/pvcasesma/default.htm

### 2.3. Chilean laws of Quality of the Air

### 2.3.1. Laws

The Resolution $\mathrm{N}^{\circ} 369$, from the Ministry of Health on April 12, 1988, published in the official newspaper on April 26, 1998, establishes the indexes of air quality to determine the level of atmospheric contamination in the Metropolitan Region.

### 2.3.2 ICA E ICAP Index

As much the ICA as the ICAP, they give origin to the following level according to the obtained value:

| INDEX | LEVEL |
| :--- | :--- |
| $\mathbf{0 - 1 0 0}$ | GOOD |
| $\mathbf{1 0 1 - 2 0 0}$ | REGULATE |
| $\mathbf{2 0 1 - 3 0 0}$ | BAD |
| $\mathbf{3 0 1 - 4 0 0}$ | CRITICIZE |
| $\mathbf{4 0 1 - 5 0 0}$ | DANGEROUS |

### 2.4. Predictive Model of Joseph Cassmassi

### 2.4.1. Introduction

This model is used to predict the episodes of Alert, Preemergency or Emergency whose measures that take the authority have been described in the introduction of this present investigation, the information surrendered by the pattern implies being ahead of the excessive increase in the Indexes of Air Quality considering the meteorological variables and the levels of contamination for particle material in suspension.

The Pattern of Prediction uses eigh monitoring stations distributed geographically in the city of Santiago, Chile and for its estimate it considers: the historical behavior of the atmospheric contamination and their association with meteorological parameters, levels of atmospheric contamination and their daily variation. All these factors are entered to a mathematical Polynomial that was developed by the American physicist Joseph Cassmassi in 1999, based on the classic statistical techniques of multiple lineal regressions [47].

### 2.4.2. I model of presage for episodes

The Plan of Prevention and Atmospheric Decontamination for the Metropolitan Region (PPDA) has established the necessity to create a model of predicting episodes of contamination, due to the importance of anticipating the measures of control and of the receipt of the population in front of the occurrence of critical situations.

On the other hand, the Supreme Ordinance $N^{\circ} 59$ of 1998 of the Ministry of the Secretary General of the Presidency that establishes the norm of primary quality for breathable particle material (MP10), it included the requirements that it should satisfy a methodology of predicting of air quality.

In accordance with these requirements, by means of the resolution $\mathrm{N}^{\mathrm{o}} 12.612$ of 1998 of the Metropolitan Service
of Health of the Atmosphere of the Metropolitan Region (SESMA), the first official application of a model of predicting of air quality in Santiago's city, starting in July 1998.

As a form of optimizing this tool, in 1999 CONAMA took charge a study to improve the methodology of predicting of air quality in the Metropolitan Region. The study's results gave a new predicting model, denominated model Cassmassi.

### 2.4.3. Used variables

The methodology of prediction of concentrations of PM10 is based on calculation algorithms developed by means of application of statistical techniques of multiple regression, focused to find relationships between possible predictive variable and the preceding. The predictors include observed meteorological variables, indexes of observed and predicted meteorological conditions, observed concentrations of pollutants, and indexes of prospective variations of emissions and others.

### 2.4.4. Meteorological potential of atmospheric contamination (used Algorithms)

The operational application of this methodology considers two prediction algorithms for each monitoring station:

The first algorithm includes the "Index of Meteorological Potential of Atmospheric Contamination" (PMCA) predicted for the following day. Figure 2.1 shows that the PMCA has a good correspondence with the averages of 24 hours of the observed concentrations of PM10.


Figures 2.1. - Relationship PMCA and contamination for PM10.

The second algorithm is only based on observations (of the same day and of the previous day). This way, if the first algorithm cannot be applied due to an inadequacy of information, the second algorithm is used.

### 2.4.5. Validation of the pattern

In 1999/2000, an evaluation of the pattern Cassmassi was carried out on the part of the Department of Geophysics of the University of Chile. For this evaluation the information from the period of April 1, 1999 to September 17, 1999 was used. This way, the independence of the data was guaranteed and validated the pattern of those used in its construction. The validation shows that the pattern Cassmassi fulfills the requirements of the Supreme Ordinance $\mathrm{N}^{\circ} 59$ of 1998.

The detailed description of the Cassmassi model is in the study "Improvement of the Forecast of Air Quality and of the Knowledge of Local the Meteorological Conditions in the Metropolitan Region" (Cassmassi 1999), [48], [49].

### 2.5. Flaws of Cassmassi's Predictive Pattern

The predictive pattern is inefficient to predict critical levels of contamination, for example, in the year 2003 alone it was right only 8 times on predicting critical situations, with 30 false alarms and 12 underestimated episodes. According to the studies (Journal That it Happens, May 16, 2003), [50] it indicates that one of the main causes of the flaws is that it has not been modernized in 5 years, and that besides using Cassamassi's official predictive pattern, it depends of 5 other unofficial models, to estimate the level of certainty of the first one. For example, one day any prediction indicated that there was $80 \%$ of probabilities of environmental alert, but with an uncertainty of $35 \%$ that is transformed in environmental pre-emergency.

This model considers 8 monitoring stations in isolated form and in many occasions it has been observed that during the occurrence of critical episodes, the stations interact with other. Adopting the reductionist focus instead of the systemic focus has generated the occurrence of countless errors.

### 2.6. Decisions starting from the results of the pattern

The noxious effects to a person's health brough on by the contamination of the air in Santiago can differ from person to person. However, these effects become significantly more dangerous in cases of exposure to high levels in short periods of duration. This is precisely what occurs during critical episodes. Therefore, it is fundamental to anticipate high risk situations to be able to prevent the negative consequences of an environmental warning.

Regional authorities use the results from diagnostic readings as a preventative tool. Based on these diagnostic readings, should the level surpass any one of the eight stations:

The level ICAP 200 according to this model should be declared as an Environmental Alert
The level ICAP 300 according to this model should be declared as an Environmental Pre-emergency
The level ICAP 500 according to this model should be declared as an Environmental Emergency

### 2.7. Cost of the errors of the Pattern Predictivo

According to economic studies, the costs associated to the errors of the predictive pattern exceeded 2 billion pesos [2.7 million Euros] in the year 2001, 5 billion pesos [6.9 million Euros] in 2002, and it was estimated to double for the year 2003 reaching 12 billion pesos. [50], [52].

As a corrective measure, these studies recommended the analytical review of the effectiveness of the adopted measures used during critical episodes; evaluate the costs of paralyzing the industrial sector; and thirdly, to revise and improve the quality of the preventive models used.

## 3. PROPOSAL OF WORK

### 3.1. Introduction

Based on the problems previously demonstrated when administering to the environmental contamination of the city of Santiago, we provide a solution that is detailed below.

The current treatment of the presented problem is demonstrated in figure 3.1., in which the Cassmassi model (utilizing classic statistical tools) has not been modified from its original form created almost six years ago. It does not justify clearly the critical episodes and bases it prediction on the average behavior of the involved variables from the previous day. It is not systemic as it does not relate to the (synergetic) effects from the generated data from the different registry stations which are distributed geographically throughout the city of Santiago.


Fig. 3.1. Current treatment of administration of environmental decisions

The alternative proposal, intends to prepare the basic data surrendered by the monitoring stations of the Net MACAM and the meteorological information provided by the climate predictors from the meteorological services of the city into a DataWarehouse based on a Starchema model.

The DataWarehouse should be designed to respond to queries (not forseen) relative to the activities of the organization and analyzed from different points of view.

For example:

- Number of pre emergencies declared in the winter.
- Alerts declared to be correct.
- Municipality with the most pre emergency alerts in the year, grouped by each monitoring station.


### 3.2. Design of the DataWarehouse SESMA

The intial step is to design a Star or Snowflake [Starchema or Snowflake] for each activity analyzed in the organization. In this case, the activity to analyze is the SITUATION, this will be our facts chart which will contain the important information of our organization.


Fig. 3.2. Table based on a Star Model
This table contains the columns id_situation, id_measurement and id_municipality, it also contains the column cost which indicates to us the cost associated to a certain situation. The column benefit indicates the benefit associated to a certain situation. The columns date and measurement indicates the measurement made in a certain day (this measurement was calculated previously from the original database OLTP)

Each row from the facts table contains the observable data (cost, benefit, measurement) of the activity and the references to the dimensions that characterize them (id_measurement, id:municipality, dates).

Generally, the facts table is a many to many relationship with their respective dimensions.

The second step is to define our dimensions table and its properties, they are the relevant dimensions in our observations.

The dimensions that we define for our DataWarehouse are: measurement, municipality and a dimension of time dates.

With this and after normalizing to avoid the concatenation of charts to the moment to carry out the consultations, the outline shatters it is like it is shown in the figure 3.3


Fig. 3.3. Star Model DataWarehouse SESMA

### 3.3. QUERYING THE DATAWAREHOUSE

We can now in the position to use the datawarehouse, for example, to show a date in that the "situation" that was a "pre-emergency" in the "municipality" of "Pudahuel" in the "period" of "winter ", this would be made in the following way:
select medicion.nombre, fecha.fecha from situacion, medicion, comuna, fecha where situacion.id_medicion=medicion.id_medicion and medicion.nombre='preemergencia' and situacion.id_comuna=comuna.id_comuna and comuna.nombre='pudahuel' and
fecha.id_fecha=situacion.fecha and
fecha.estacion='tinvierno'

|  | nombre | fecha |  |
| :--- | :--- | :--- | :--- |
| 1 | preemergencia | $2002-07-13$ | $00: 00$ |
| 2 | preemergencia $2002-07-14$ | $00: 00$ |  |

Fig. 3.4. Result when querying date and situation in period of winter in the municipality of Pudahuel

In the previous case, we introduced the dimension of time for the analysis and included a new additional level of data over the type of date, this is known as drill-down

Another query that would be of interest to us would be to generate reports that would allow us to make critical decisions: number of pre-emergencies declared in winter, the code for this query would be written the following way:
select COUNT (*)
From situacion, medicion, comuna, fecha where situacion.id_medicion=medicion.id_medicion and situacion.id_comuna=comuna.id_comuna and fecha.id_fecha=situacion.fecha and medicion.nombre='preemergencia' and fecha.estacion='tinvierno'

|  | (Sin nombre de Cc |
| :--- | :--- |
| 1 | 3 |

Fig. 3.5. Result when querying for number of preemergencies declared in winter.

In relation to the previous query we could show the municipalities and the date when the pre-emergency was declared during the winter. The query would be written following way:
select fecha.fecha, comuna.nombre
From situacion, medicion, comuna, fecha
where situacion.id_medicion=medicion.id_medicion and situacion.id_comuna=comuna.id_comuna and fecha.id_fecha=situacion.fecha and medicion.nombre='preemergencia' and fecha.estacion='tinvierno'

|  | fecha | nombre |  |
| :--- | :--- | :--- | :--- |
| 1 | $2002-07-13$ | $00: 00: 00$ | PUDAHUEL |
| 2 | $2002-07-14$ | $00: 00: 00$ | PUDAHUEL |
| 3 | $2002-07-13$ | $00: 00: 00$ | CERRO NAVIA |

Fig. 3.6. Results by row when querying dates and municipality with pre-emergencies declared in winter

This design of DataWarehouse allows us to know important data when making the final decision on a course of action regarding the quality of the air in Santiago from Chile, the final decision is the basis of reports, graphics, etc.

Just as important as the design of the DataWarehouse is the design of a powerful system to negotiate the data and that can provide useful and reliable information for making decisions.


Fig. 3.7. Star Outline of DataWarehouse


Fig. 3.8. Typical search results screen

### 3.4. REQUIREMENTS OF THE SYSTEM

The used database motor is SQL Server 2000, on an operating system Windows XP Home Edition, with a processor Intel Pentium IV of 2000 GHz with 256 Mb of RAM, the software used to design the graphic face for the consultations SQL is Visual Microsoft Basic 6.0, [56], [57].

### 3.5. CONCLUSIONS OF THE CONSULTATIONS

The queries on a DataWarehouse are more useful than those in a relational database, given that a lot of information is filtered before filling in the facts table and their respective dimensions. Also it provides great help in the normalizing to obtain simpler code and provides data of relevant information for making decisions.

The design adopted for the Data Warehouse allows to know important data for the taking of Decisions Preposition the quality of the air in the city of Santiago from Chile, decisions based on reports, graphics, etc.

It leaves important of the investigation, besides the design of the Data Warehouse, this in design of a powerful system dates to negotiate the data and that can give useful and reliable information for the taking of decisions

Future work is promising, finding alternative solutions to the problem of contamination in the city of Santiago, Chile has become a humanitarian crusade. The problems for the population's health and the economy of the country are reaching levels that surpass what is acceptable for any community.
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#### Abstract

This contribution emphasizes the appropriateness of using human experience for designing rule-based user displays for controlling technical systems. To transform the human (operator) experience into a computer presentation, suitable means are needed. The proposed method and technique for designing user-machine interfaces for system control uses fuzzy logic techniques to convert human experience into a computer representation, and to compute values to animate graphical objects on the user display. This modest contribution investigates and clarifies the reasons for considering the appropriateness of fuzzy logic in designing rule-based human-machine interfaces for technical system control.


## I. INTRODUCTION

A novel design technique for the construction of human-machine interfaces will be presented. This technique seeks to increase the users' orientation adapting human-machine interfaces to the cognitive structures of human users. Different models of the human experience that are available in analogous or conceptual form have to be considered, in the design of both a graphical user display and in the design of the underlying information management system of the user-interface. Fuzzy logic is used for translating natural language procedures acquired from operators into rule-base objects. Thus, technical systems can be considered and controlled from different viewpoints. It is noted that technical systems are mostly presented by conventional user displays based on topological representations and flow diagrams [1]. For large and complex systems, views in these kinds of user displays are split up
according to system/sub-system hierarchies. Such views become intricate if complex plants have to be presented. The design method and technology investigated in this study is based on different models of human operators and the technical system. These models that are acquired from experienced operators through task and system analysis must be used in an integrated manner to achieve a powerful work environment for human operators.

## II. ANIMATION OF GRAPHICAL OBJECTS ON THE USER DISPLAY

The user-interface and its information management system should include different models of the technical system to provide the super visioning and controlling system with a comprehensive database ([2], [3]). To convert these models into a computer representation suitable means are needed. However, there are several methods and techniques of which fuzzy logic is chosen available for this purpose. The research presents and shows the main reasons that underlie the appropriateness of fuzzy logic for modeling the rule-base of the user-interface and for calculating values for the user-display.

In the first place, to increase the interaction between human and machine (technical system), it has been necessary to develop and to expand the fuzzy formalisms and inference mechanisms for storing and for processing of the technical system. This fulfills the requests of system operators in their control and supervision activities with regard
to ergonomic system presentation and sufficient adaptation of their work context.

Secondly, an easy conversion of the experience acquired by the system operators through inquiries into a formal representation demands a suitable means. With the help of the operators' experience, it should be possible to present system states as well as the necessity for doing actions by the operators.

It is possible to apply the programming language Prolog [4], which offers the possibility to deal easily with the predicate logic. Prolog represents a computer-reference language for formal relationships. However, it should be noted that our goals, especially the fuzzy system presentation, cannot be realized through the usage of the programming language Prolog. The system presentation using fuzzy logic allows the graphical representation of system values with different degrees of truth. This third reason highlights additional problems that are likely to appear when different software systems developed with various programming languages have to be integrated within a human-machine system.

In the following section, we will go through the reasons which clarify why fuzzy logic techniques are suitable for use in fuzzy rule-based user displays.

The experience acquired by people exists from the very beginning in a colloquial form. Therefore, the usage of means that allows the direct conversion of this experience into a computer representation has several advantages; firstly, the time needed to develop the human-machine interface can be shortened, and secondly, it will be possible to achieve representations of technical systems that correspond to the ways of how people think. These representations consist of graphical objects animated by values that are calculated by the fuzzy-inference machine. After Zadeh ([5], [6]), fuzzy logic offers methods and techniques for formalizing the human behavior and storing it into a computer system.

At higher levels of the system control, operators do not think in absolute numbers or values, rather they predominantly do it in linguistic concepts. At such levels of system control, an operator strives to build a rough overview of a system situation. This means the designing of human-machine interfaces that give an overview picture of a technical system which must offer qualitative system information. The representation of concrete system values that could be coded in different forms have to be represented at the lower levels of the humanmachine interface.

It is agreed that display elements with symbolic information contents play a central role within contemporary human-computer interfaces [7]. Modern user displays lack graphical elements for the presentation of system states, symbolic alarms, goal-fulfillment grades and strengths of urgency for doing actions. Most of today's user displays for system control include graphical elements for visualizing system alerts. The computation of the alarm values in such conventional user displays is based on duel-logic principles; its representation on the graphical user display consists of different visual-encoding forms.

It should be noted that the human infers in approximate manner. This means that he often uses rules, whose condition parts and conclusions are more or less true, e.g. "if the pressure is somewhat high, then the danger caused through this state is still minimal". This conclusion is designated as an approximate conclusion. This fact can be now used in developing and in designing of user displays for system presentation, and therefore we can designate it as „, fuzzy system presentation".

On user displays, it will be possible to code graphical display elements with symbolic information contents not only with binary values, but moreover with different magnitudes from the interval ,, not true" and „true" or „, zero" and „, one".

A further problem that occurs during the presentation of system states and goals lies in the characterization of the corresponding variables and intervals. Fig. 1 illustrates several possibilities to
characterize a system variable. In this example, the goal of the operator is to keep the magnitude of a system-state variable within the represented interval.

If the selected intervals are too thin (see Fig. 1, first possibility) then system-state changes on the graphical user-display described with different system variables characterized by means of such intervals behave too sensitive. This means that this kind of characterization causes that negligible system changes are unnecessarily prematurely mediated. If several system violations occur concurrently, then the large offer of information by the user-display confuse system operators during their task of system control. Therefore, system operators are forced to observe and to identify malfunctions at different places of the user display.

If we now enlarge the width of the interval (second possibility of Fig. 1) in order to avoid the problem mentioned above, the presentation of system changes will be now delayed. This method, however, does not provide a satisfying solution. The combination of both possibilities (see Fig. 1) is conceivable and desirable. The internal interval [ $\mathrm{LBi}, \mathrm{UBi}$ ] is assigned a truth degree of one. Whereas the external intervals [LBo, LBi] and [UBi, UBo] will be assigned truth degrees described by a mathematical function whose values are located between 0 and 1 (see Fig. 1, combination of possibility 1 and 2 ). In fuzzy logic, these functions are known as membership functions.


Fig. 1: Possibilities for characterization of variable attributes.

Fuzzy-logic modeling has numerous advantages regarding the innovation of new graphical display elements. One of these lists these advantages is that the possibility to present symbolic information with different strengths: For instance, instead of presenting alarm values with two states "danger exists" or "danger does not exist", new kind of display elements representing dangers with different strengths are achieved. Another advantage is the reduction of graphical elements on the user display: Usually, several graphic objects are necessary to represent the different alarm stages. This technique allows us to integrate various graphical elements to a single one. A third advantage is Implication of tendencies: Because through the use of fuzzy logic strengths of system violations or danger situations increase or decrease progressively, system operators will be gradually warned or unwarned. This type of information can be considered as tendencies.

The realization of a rule-based human-machine interface including methods of fuzzy logic as a fundamental means for representing and for processing of the experience has large advantages regarding the integration of the different part systems within the total human-machine system. In our case, all subsystems have to be implemented by means of the object-oriented programming language C\# [8].

## III. A USER -DISPLAY BASED ON FUZZY LOGIC

In order to achieve effective interaction with the human-machine interface a complete computerized system containing both the software management system and a graphical user display should be available. This tool allows, technical systems to be considered and controlled through different representations such as topology, causal coherence, system goals, states, necessity for doing tasks and security classes. In this section, some presentation aspects of the qualitative rule-based user display, the $\mathrm{HCUI}^{1}$ user display, will be presented. Fig. 2

[^13]shows the architecture of the HCUI for presentation of qualitative states and goal fulfillment - grades of a technical system. The upper portion of the screen presents different information about the system such as operational situations and security classes. An overview includes system information about states and system goals of the critical subsystems of the technical system. This overview window cannot be covered by other displays and, thus, the operators are always informed about the current system state.

The goal icons that can be presented by pie-chart symbols mediate whether the goals of the influence-function units in the different critical subsystems are fulfilled or not. As illustrated above, the calculation of every pie-chart value is based on fuzzy rules and is executed by a local fuzzy inference-machine.

Details of a critical subsystem can be enlarged to get more information about the macro-states (substates) and necessities for doing tasks. Moreover, detailed information about the fulfillment-grades of component functionalities within a function unit can also be shown. These icons can be used to activate the corresponding topological views of the system. The operator can select any given macro state represented by a gauge icon to gather information about the rules underlying this specific macro-state. These rules are presented in the window shown on the lower right side of Fig. 2.

Another possible representation form supported by the HCUI is the task-dependent state presentation managed by a rule-based module called security classes. Within this object-oriented module, system violations describing illegal or undesirable combinations of system values are modeled. These combinations of system values are not related to one specific state. This means that these system violations can occur during all operational situations. System violations with different strengths can be presented on the leftmiddle side of the desktop. Qualitative values for terms of security classes represented in the overview of the technical system are calculated by means of the MAX operator [9].


Fig. 2: The architecture of the proposed humancentered user-display HCUI during presentation of qualitative system states.

The MAX operator combines all results of fuzzy rules belonging to a class to a single value.

Furthermore, locations of system violations can be achieved by sub-premises of rules represented by icons. These sub-premises containing system variables and values margins can be selected to activate topological views in order to go to the location of the components that must be controlled and handled. This state presentation, as mentioned above, is task-dependent. This means that after completion of correct actions, a system violation will disappear although the state variables are still have undesirable values.

## IV. CONCLUSION

It has been shown that numerous advantages can be achieved by using fuzzy logic for storing human (operator) experience as well as for computing system-control values for life-critical systems. In addition, it is noted that the symbolic fuzzy presentation results through combination of physical system values and experiences acquired by the system operators. The new technique strives towards the creation of a powerful human-machine interface that support system operators in their control and supervision activities with regard to ergonomic system presentation and sufficient adaptation of their work context. By means of this
method, a graphical user display called HCUI was developed and compared, for evaluation purposes, with other two displays. Through these displays that based on different design philosophies, the same technical system can be controlled and monitored. The purposes for developing these user displays were to analyze supervision problems in system control as well as to use them as reference systems in the evaluation mentioned above. The presentation technique achieved through this method is called roughly 'rule-based system presentation'. The main goal of this presentation is the optimum integration of the operator in the whole control loop of the human-machine system. This will, hopefully, lead to better work satisfaction of the human as well as more security and economic efficiency.
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#### Abstract

While existing Web Services standards provide the basic functionality needed to implement Web Service-based applications, wider acceptance of the Web Service paradigm requires improvements in several areas. A natural extension of the existing centralized approach to service discovery and selection is to rely on the community of peers-clients that can share their experiences obtained through previous interactions with service providers-as the source for both service discovery and service selection. We show that distributed algorithms for trust maintenance and reputation acquisition can effectively supplant the current centralized approach, even in cases where not all possible information is available at any given time. Some preliminary results demonstrate the feasibility of trust and reputation-based service selection approach.
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I. WEB SERVICES: WHAT'S MISSING

Many approaches have been proposed to combat the everincreasing complexity of modern software systems and the socalled service-based computing paradigm has recently attracted a lot of attention. In particular, the importance of a family of service-based applications known as Web Services has rapidly grown [5]. Web Services may be succinctly defined as a family of service-based applications where (1) clients and service providers are permanently hosted on different computers, and (2) the interactions take place by exchanging messages written in an XML-compliant language over the Internet (i.e., using the TCP/IP family of protocols).

However, despite their perceived importance for e-business and other applications, Web Services are still lacking important functionality which impedes their further adoption. A number of open standards pertaining to different aspects of Web Services has been introduced, most importantly Web Services Description Language (WSDL) for WS description, Universal Description, Discovery, and Integration (UDDI) for WS discovery, and Simple Object Access Protocol (SOAP) for WS invocation, binding, and message exchange. All these standards use XML-compliant languages, and all of them rely on the ubiquitous HTTP protocols for communications. A service provider publishes WSDL description(s) of its service
The research presented here was in part supported by the NSERC Discovery Grant.
to the registry; a client requests information from the registry via UDDI; having obtained it, the client contacts the provider directly to negotiate service binding and actual interaction, as shown in Figure 1. . The registry, in fact, acts as a simple directory providing basic information about services and service providers to any client that requests it.


Figure 1. Operation of Web Services according to the current paradigm.
The idealized picture we have just described suffers from a number of major problems. The first problem is the quality of individual services: when a search for a web service produces a list of services that fulfill the specification used, there is little to help the client in the process of selecting the right service to be bound and subsequently invoked. This decision could be made on the basis of functional and nonfunctional qualities and guarantees which are commonly referred to as Quality of Service (QoS), yet the existing standards do not address QoSrelated issues at all. While a number of proposals aim to remedy this situation - Web Service Level Agreement language (WSLA) [3], Web Service Management language (WSML) [9], DARPA Agent Markup Language for Web Services (DAML-S) [1], and Web Services Offerings Language (WSOL) [11], among others - none of them has achieved widespread acceptance as yet.

While the knowledge of operational parameters (described through the appropriate WSDL description) and QoS guarantees (described using any of the proposed WSDL extensions) is crucial, it is not nearly sufficient to make an informed choice. Adherence to well defined standards and specifications may be expected within a single organization (well, almost), but in case of Web Service-based applications, the client and the service provider belong to different
organizations. Consequently, the description of QoS guarantees is just a list of promises, and the client application has no way of knowing whether they will actually be met when the service is invoked. Interaction must, then, be based on QoS guarantees as well as the belief about the truthfulness of those guarantees [6], as is common in other situations where two independent parties interact. This belief is commonly referred to as trust [10].

## II. TRUST - YES, BUT HOW TO GET IT?

Trustworthiness of individual service providers might be assessed with the aid of a dedicated certification entity, which effectively functions as a parallel registry, as proposed in [8]. The operation in this setup is shown in Figure 2. In this case, the certification registry would have to be able to store data about both operational parameters of its services and QoSrelated parameters. Changes would have to be made to both WSDL and UDDI standards to accommodate QoS-related information. Furthermore, the protocols for service publishing and discovery would become slightly more complicated since either one of the operations, or perhaps both of them, involves consultation with the certification registry, in addition to the interaction with the current directory registry.


Figure 2. Reputation maintenance with the aid of dedicated certification entity or registry.

Unfortunately, the implementation of a single such entity poses two problems that seem rather hard to solve. First, who would operate this authority, and through what mechanism would the service providers be forced to get their services certified? Second, the certification means that the services being certified are actually exercised through suitable applications. This is simply infeasible both conceptually and computationally (one should remember that similar proposals regarding certification of software components have been virtually abandoned).

Both of the above mentioned shortcomings could be simply overcome by relying on the community of clients, rather than on any individual client or independent entity. The clients that
have already interacted with the service (or service provider) in question should simply record their experience(s) and share them with others upon request. In that manner, any client could rely on collective experience of other clients to aid in the selection of the most reliable provider. (Note that the word 'reliable' is used in its everyday sense, i.e., as being dependable, able to yield the same or compatible results repeatedly.)

Shared information may be collected and kept in a centralized manner, by the directory registry. When a provider publishes its services, the registry may request in broadcast that the community of clients send in their experiences regarding the QoS parameters of the service. Furthermore, when a client finishes its interaction with a service, it may send a digest of its experiences to the registry and/or broadcast them to the community. In this manner, the community of clients can assist the registry in maintaining the reputation of services and their providers, as shown in Figure 3.


Figure 3. Community-assisted reputation maintenance (arrow with a hollow head indicates a multicast/broadcast message).

The notion of trust comes into play in another likely scenario. Namely, there is nothing in the current Web Servicesrelated standard that prohibits the existence of several service registries. The client that wants to find a particular service may query and receive appropriate responses from several registries; the question is which one of the responses should be used? The availability of QoS-related information is obviously important in this case; but the degree of trust in the results returned by a particular registry, and by extension, the trust in the registry itself, should not be ignored [6]. One should not ignore the fact that multiple registries would certainly improve the overall reliability of Web Services applications, since a failure of one registry would not bring the entire system down.

If service selection is to rely on the community of clients and if multiple service registries may exist, it seems that the client community could be used not only as a secondary source of trust-related information, but as the main source for both service discovery and service selection, as shown in Figure 4.

The notions of trust and reputation have been investigated for some time within the autonomous agents community, with the initial impetus coming from the development of electronic markets and market agents. A number of schemes to develop
and maintain trust indicators have been described [10], and similar notions have recently been applied to Web Services [7]. Much remains to be done, however, before the Web Services can be transformed to make use of the community-based discovery and selection mechanism. Fortunately, the flexibility of XML content models allows for easy extension of existing languages, and it also facilitates backward compatibility since hosts which do not support extended features can simply disregard them in communication.


## Figure 4. Community-only reputation maintenance.

As a small step in this direction, we present some preliminary results that demonstrate the feasibility of incorporating the concepts of trust and reputation in the process of Web Service discovery and selection.

## III. RECORDING AND EVALUATING TRUST AND REPUTATION

Our inspiration comes from the business area where the selection of business partners is often made on the basis of trust, i.e., our own belief that the other party will act according to its promises, and reputation, i.e., the shared belief of the community about the party in question [10]. This belief is a summary of experiences obtained through previous interactions with the service and its provider, both those of our own (i.e., trust) and those by others (i.e., reputation). The use of such collective experience helps the client community to select the most reliable (or, rather, dependable) partners - in this case, service providers.

Trust information might be collected and kept in a centralized manner, e.g., by extending the functionality of the UDDI registry or registries. While such changes are indeed possible, we focus on a more promising approach that relies on the client community as the main source for both service discovery and service selection, as shown in Figure 4. It may be worth noting that this approach is similar in spirit to the increasingly popular P2P schemes for file sharing [2].

Furthermore, a number of schemes to develop and maintain trust and reputation indicators have been described in relationship with electronic markets of various flavors; as mentioned above, similar attempts have been made in the area of Web Services, but the results are still inconclusive [7]. As a small step in this direction, we present some preliminary results
that demonstrate the feasibility of incorporating the concepts of trust and reputation in the process of Web Service discovery and selection.

For simplicity, let us assume that each service $S_{i}$ has an associated value promise $V_{p}\left(S_{i}\right)$, which may be obtained as a suitable combination of price and QoS guarantees. (While individual properties can be introduced, the ultimate decision to select or skip a particular service will likely be based on such an aggregate value.) The customer satisfaction after invoking and using a given service will be proportional to the difference between the delivered value $V_{d}$ and the promised one $V_{p}$. The trust held by client $C_{j}$ in the provider $P_{k}$ can, then, be obtained as the sum of all satisfaction values for the services provided by $P_{k}$.

The time dimension of trust should also be taken into account, by assigning more weight to more recent information; we propose to use a simple exponential averaging of the form $T=\alpha t+(1-\alpha) T$ to model the aging, with the number of interactions used as a proxy measure of elapsed time.

The reputation of a particular provider will be the sum of trust values for that same provider, but held by other clients. If the trust information is recorded in a centralized manner, each client will have access to the recorded trust of all other clients i.e., perfect reputation accuracy can be obtained. In a distributed, P2P-like approach not all clients will respond to the reputation query, either because they don't want to respond, or because they are too slow and their response arrives after the client has already made the decision. Consequently, the reputation accuracy will be less than perfect.

## IV. SIMPLE SELECTION - NO TRUST, NO REPUTATION

In order to validate the basic concepts of communityassisted service provider selection based on trust and reputation, we have built a simulator with 200 clients and 25 service providers, offering a total of 201 distinct services. Each provider offers exactly 134 services, i.e., two thirds of the total number; providers and services are randomly paired to give offers. Each service offer is described with a random price and performance attributes, jointly referred to as the service promise. Each provider, on the other hand, is equipped with a reliability attribute; reliability is uniformly distributed in the range of zero to one. The actual satisfaction of a service call is calculated as a function of the provider reliability independently of the underlying service promise; satisfaction values range from -1 (indicating totally unsatisfactory call) to 1 (indicating total satisfaction, i.e., the service has been performed exactly as promised).

Then, we ran several experiments in which the simulator runs for 25 cycles. In each cycle, each client requests a randomly chosen service and selects the provider according to the designated criterion, as discussed below. Therefore, each cycle corresponds to 200 service calls, and each experiment includes for a total of 5000 service calls.

After each call, the caller client determines the satisfaction with the service it obtained; the satisfaction values are aggregated by provider and recorded. When trust is used, this information is used to select the provider; reputation involves
using the satisfaction information obtained from other clients. The following diagrams show the results of some sample runs.


Figure 5. Percentage of service calls to the most reliable provider (asterisks) and five most reliable providers (triangles).

Service selection is made at random.)
In our first experiment, the clients have chosen services at random. The proportion of calls directed towards the most reliable provider and five most reliable providers is shown in Figure 5. As can be seen, after some initial fluctuations which are due to the random choice of services, the percentage of calls serviced by the most reliable providers quickly stabilizes to give approximately uniform distribution of calls per provider. The actual percentages of calls serviced by the most reliable provider and five most reliable providers are close to 4 and 20 percent, respectively. This should come as no surprise, since the system contains a total of 25 service providers, and each provides gets an approximately equal share of service calls.

Then, the clients were made to choose the services (and their respective providers) according to the advertised service promise. Two values of discovery probability were used: 1.0, which corresponds to the ideal case where one centralized registry holds the information about all services, and 0.5 , which may be interpreted as the case in which the discovery process is distributed and only about $50 \%$ of available offers are found in each call. This latter case models the behavior of a P2P system in which not every client may be expected to respond to every query: some clients may be offline at the moment the query is issued, while others may not want to share their information with the community. As can be seen from the diagrams in Figure 6., there is little difference between these two cases, apart from fluctuations due to the random selection of services.

An important conclusion that can be made on the basis of these findings is that the community-only reputation maintenance is able to function as expected even when not all members of the community partake in the process. In other words, even a small community will be able to effectively share reputation information and thus facilitate the service selection process.


Figure 6. Performance of centralized vs. distributed service discovery. Percentage of service calls to the most reliable provider (asterisks) and five most reliable providers (triangles). Service selection is made according to the service promise. Discovery probability as noted above.

## V. SELECTION USING BOTH TRUST AND REPUTATION

The next step was to include trust information in the selection process; the corresponding results are shown in Figure 7. As can be seen, the call distribution favors more reliable providers, with limiting values being more than $30 \%$ for the single most reliable providers, and well over $70 \%$ for the five most reliable providers. In other words, clients clearly favor more reliable service providers over those less reliable ones. Furthermore, the convergence toward the most reliable provider, or providers, is reasonably fast: in the experimental setup, it takes 17 to 18 cycles to reach $90 \%$ of the final value.

When both trust and reputation are used (i.e., when trust information is shared with other peers), the call distribution may be expected to give even more preference to more reliable providers. The convergence to the asymptotic value may be expected to be faster too. This has been confirmed by the call distribution diagrams shown in Figure 8. (a). The experimental
data were obtained under the assumption of ideal reputation sharing (which means that each client has access to all other clients' data).


Figure 7. System performance when the selection of the service provider is made according to the service promise ( $40 \backslash \%$ ) and trust in provider
performance ( $600 \%$ ). Asterisks denote the percentage of services provided by
the most reliable provider, while triangles denote the percentage of the calls provided by five most reliable providers.

As can be seen from the diagrams, the five most reliable providers quickly take up more than $90 \%$ of all calls. To further strengthen out conclusion, we have also plotted the number of service providers that have never been selected, shown in Figure 8. (b). As can be seen, this number is initially high and then slowly drops to a value somewhere below ten, which means that nearly forty percent of least reliable providers are never selected at all.

When reputation sharing is less than perfect, the bias towards most reliable providers is somewhat milder, but still quite noticeable. The diagrams in Figure 9. show the service call distribution and the number of idle providers when only $75 \backslash \%$ of other clients' information is available to each client. As can be seen, the portion of all calls serviced by most reliable provider(s) is somewhat smaller, and the convergence toward asymptotic values is slower. The number of providers that have received no calls at all is also smaller, which means the selection process is less biased toward the most reliable providers.

This trend is continued when the sharing is further decreased. When the sharing is at the $50 \backslash \%$ level (for brevity, the corresponding diagrams are not shown), the portion of calls serviced by most reliable providers is even smaller, as could be expected; the number of providers that receive no calls starts with three in the first cycle and drops to zero in subsequent cycles, which is why it's not shown. In fact, even the least reliable providers were sometimes selected despite their unfavorable promise-to-performance ratio.

Overall, the system behavior confirms our intuitive understanding of the concepts of trust and reputation.


Figure 8. Service call distributiond when the selection of the service provider is made according to service promise ( $40 \backslash \%$ ), trust in the provider performance $(40 \backslash \%)$, and reputation of the provider ( $20 \backslash \%$ ). Perfect sharing of reputation is assumed..

## VI. What NEXT?

Issues to be addressed in future research include:

- Investigate extensions to existing languages and protocols, WSDL and UDDI in particular, that will facilitate community-based service discovery and selection.
- Authentication and security policies and algorithms to be utilized in the service discovery and selection process.
- Algorithms and policies for trust and reputation formation and maintenance.
- Design and development methodologies for Web Service-enabled applications that will make use of extended facilities available through the communitybased service discovery and selection.

(f) Number of service providers that have never received a call.

Figure 9. Service call distributiond when the selection of the service provider is made according to service promise ( $40 \backslash \%$ ), trust in the provider performance $(40 \backslash \%)$, and reputation of the provider $(20 \backslash \%)$. Perfect sharing of reputation is assumed..

An investigation into different strategies that malicious providers may employ in order to undermine the reputation
system and trick the clients is also important. An in-depth understanding of those strategies can facilitate the development of techniques that will enable the clients to detect such attempts and thwart them
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Abstract- Two different methods for obtaining software programs with predictable quality are compared by positioning these models in a product/process and confirmation/improvement framework. The Mafteah/MethodA method can be placed in the confirmation segment, whereas the software Capability Maturity Model can be positioned in the improvement/process quadrant.

## I. INTRODUCTION

At the end of the eighties and the beginning of the nineties of the former century it became clear that one universal software development method could not be the answer on the increasing demands for software programs with a higher quality but also with lower maintenance costs. The answers were formulated [1] in the direction of a modular and consistent framework for the development of software. A toolkit should be made that could "tailor" the specific software development method for the organization at hand and the situation. It was in that direction that in Israel a governmental and private cooperation resulted in the so-called Mafteah/MethodA [2] framework. In the USA the development of a capability maturity model (CMM) [3] was started, which evaluated into the Capability Maturity Model Integration (CMMI). These two practical answers were formulated in about the same time and will be placed here alongside each other. The ensuing discussion will focus on the main differences between these "methods" along the
lines of a description of the methods [4] concerning amongst others the basic philosophy, the scope and a generalized framework [11] in the form of a Boston Matrix. The positioning in the matrix is according to a confirmation/improvement characterization pair on the horizontal axis and a focus on process or product quality on the vertical axis.
II. THE MAFTEAH/METHODA SOFTWARE PROCESS MODEL

In 1989 Mafteah/MethodA was jointly developed by the Israeli government [5] and MethodA Computers Ltd. It is continuously developed and version 6.2 is operative at the moment (2005). It consists of a knowledge base, along with a procedural framework that breaks down every project into phases and standard components. The standard components are ushered through the project life cycle to adapt to the specific system demands.

The so-called procedural framework is mostly represented as a table (see Fig.1) with the system life cycle (the phases) on the horizontal axis and the (standard) components on the vertical axis. In other words organizational issues vertically and horizontally project management subjects. The meaning of the letters in Fig. 1 is for the standard phases on the horizontal axis. These phases are part of system development Lifecycle:

## $\mathrm{I}=$ initiation,

C=Characterization,
A=Analysis,
D\&B= Design and Build,
T\&E= Test and Evaluation,
R\&T= Repair and Test-runs,
O\&M= Operation and Maintenance.

Mafteah/MethodA is used as a comprehensive procedural framework for handling Information Technology within an organization, both for each individual project and for the organization as a whole.

- At the project level (the individual system), that is depicted as the system development lifecycle on the horizontal axis, Mafteah/MethodA defines how to manage, develop, and maintain a computerized system.
- At the organizational level, indicated as the system component tree -SCT- (standard components), the vertical axis of the table, Mafteah/MethodA contains a variety of procedures and tools for managers, ranging from annual work planning through project follow-up, management techniques, and overall Information Technology supervision, and extending to outsourcing strategies.
- At both organizational level and project level, the Mafteah/MethodA approach combines its procedural framework with an open methodology.

This framework resembles thus very much the "toolkit" approach mentioned in the introduction [1]. The table can also be viewed as the 2D projection of the essentially 3D framework. The third dimension is formed by the knowledge base. The knowledge base is made up of the different toolkits (TK's).

Interesting to know is the fact that Mafteah/MethodA was raised a compulsory standard by the Israeli government, for all governmental information processing systems, including both those developed by the government ministries themselves and those built in cooperation with
outside (hardware/software) contractors. The fact is interesting because the Mafteah method is relatively unknown outside Israel.

The result is that it has also been adopted by


Figure 1: The Mafteah/MethodA table
numerous non-governmental organizations and companies in the public and private sectors in Israel. Many computer companies and software houses follow it, particularly when working with the government and with other Mafteah/MethodA-compliant organizations.

The model presented in Fig. 1 is schematic, and it does not necessarily reflect the way a particular project is developed or managed in practice. It could be thought that only systems could be developed in a linear way (waterfall). For actual work, Mafteah/MethodA includes a variety of practical and dynamic models that cover a number of ways of managing a project, such as:

- Sequential projects
- Iterative projects (delivery units)
- Spiral development, etc

In order to get an impression how the matrix of Fig. 1 can be used, consider an example of a project that is well underway and the management wants to know what the project status is. The project status is given in Fig.2. It gives the same matrix of Fig. 1 but with red and blue arrows. The red arrows indicate how far the standard components are and the blue arrows emphasize how the system's progress intersects various control points and milestones, at which the content Though, as noted, a situation like this is possible, still it is


Figure 2: Project Status indication with the Mafteah matrix
and other aspects of the system may be assessed. The red arrows are unequal, showing that - as is certainly possible not all the components have progressed to the same degree. For example, it could be that the user interface is fully specified, designed, and even prototyped as a working model while the system's training and integration program remains somewhat unformed.
obvious that large discrepancies in progress are unsatisfactory in real life.

## IMPRESSION OF PARTIALLY FILLED IN MAFTEAH/METHODA <br> TABLE

Now it will be interesting to know what actually will be the content of the cells at the intersections of the standard components (SCT) and the system development life cycle. In the matrix of Fig. 3 some of the cells are filled in. This is only an example and it will be clear that several layers (the kits) behind this model are needed to reach this outcome.

| System <br> Component Tree |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Goals | partly defined | finally designed |  | no changes | standing check |  | Small changes |
| Application | general idea | largely defined |  | finished | system test |  | manage the changes |
| Technology | not known/constraint | architecture |  | acquisition | check of the equipment |  | manage the changes |
| Implementation |  | largely defined |  | improvement | project evaluation |  | Configuration management |
| Cost | obstructions/first estimates | assessment |  | final assessment | budget control |  | Maintenance |
|  | Initiation | Characterization | Analysis | Design | Test | Repair | Operation |
|  |  |  |  | \& Build | \& Evaluation | \& test-run | \& maintenance |

Figure 3: Example of a partially filled in Mafteah table
IV. THE SOFTWARE CMM INTEGRATION APPROACH

Humphrey [6] realized that the software development process can be controlled, measured and improved. He developed a software maturity framework which has evolved into the capability maturity model (CMM). The capability maturity
model approach is based upon the premise that the quality of a system not only is determined by the quality of the resulting
product but also by the processes leading to it. These premises are established facts in manufacturing and owe tribute to the principles of statistical quality control of Walter Shewart in the 1930s [7]. These principles were further developed by W. Edwards Deming [8] and Joseph Duran [9] in the second half of the last century.

At this moment (2005) the capability maturity model integration (CMMI) consists of Models, Modules and Appraisal Methods ${ }^{1}$ ). The models are separated into four disciplines and two representations. The models comprise the representations which mean the staged representation and the continuous representation. The addition of the term "integration" to the former CMM so that it became CMMI means that four disciplines are added within the model structure as will become clear when looking at Table 1.

At the core of the model however the SE/SW discipline remains, whereas the other disciplines are "extended" disciplines.
\(\left.$$
\begin{array}{l|l}\text { Abbr. } & \text { Full Name } \\
\hline \text { SE } & \text { Systems Engineering } \\
\text { SW } & \begin{array}{l}\text { Software Engineering } \\
\text { Integrated Product and Process Development, with }\end{array}
$$ <br>

focus on early continuing stakeholder involvement\end{array}\right\}\)| Supplier Sourcing, |
| :--- |

The focus here will be on the continuous representation and we limit ourselves to the Software Engineering (SW) discipline.

In this continuous representation we will find so called four process areas categories -PAC's (Table 2). In this table is also added the Process Categories of ISO 15504[10] so that a comparison with ISO is possible.

## CMMI Process Area Categories, <br> Continuous Representation

ISO 15504 Process

1- Process Management
2- Project Management
3- Engineering
4- Support
Categories
Organization
Management
Engineering
Support
Customer-Supplier
Table 2: CMMI Process Area Categories and ISO 15504 Process Categories.

The PAC's are made up of 25 process area's (PA's) in the following way (Table 3):

[^14]| Number of Process Areas (PA's) | CMMI Process Area Categories (PAC's), Continuous Representation |
| :---: | :---: |
| 5 | Process Management |
| 8 | Project Management |
| 6 | Engineering |
| 6 | Support |
| Table 3: The number of Process Areas (PA's) within each PAC |  |

Each PA contains up to three Specific Goals (SG). Each of those goals comes with several Specific Practices (SP). The specific goals and practices are the operational trajectories and lead to typical work products (an example is given in Table 4).

Additional to these goals are the Generic Goals (5) and the accompanying 18 Generic Practices (GP), which are most easily seen as the core of a generic quality improvement cycle [10]. Now the total hierarchy of the CMMI can be overseen and is presented in left hand column of Table 4.

The flexibility of the model lies in the fact that each Process Area can be individually assigned a capability level in the continuous representation which leads to a so called capability level profile for an organization. The capability level contains all the Process Area's with its respective mark (assignment level).

| Model Element Name | Actual Name / <br> Short Description |
| :--- | :--- |
| Representation (2) | Continuous |
| Process Area Category (4) | Project Management |
| Process Area (22) | Risk Management |
| Generic Goal (5) | Achieve specific goals |
| Generic Practice (18) | Identify work scope |
| Specific Goal (48) | Identify and analyze risks |
| Specific Practice (168) | Evaluate, categorize, and |
| Table 4: Hierarchical Overview of CMMI |  |
|  |  |
|  |  |
|  |  |

## IV. COMPARISON

In order to perform the comparison we shall look at the Process Areas Categories of CMMI listed in Table 2. The Project Management (PAC2) is comparable to the Development Life Cycle Phases of Mafteah (the horizontal axis in the framework- Fig. 1 and Fig.2). The process management PAC1 of CMMI compares with the System

Component Tree -vertical axis in Fig.1- of the Mafteah/MethodA framework.
The remaining PAC's of CMMI i.e. Engineering (PAC3) and Support (PAC4) must be detailed further to make a reasonable comparison possible. The same applies for the Mafteah/MethodA framework and knowledge base.

| Engineering (PAC3) | Mafteah/ <br> MethodA | Component |
| :--- | :--- | :---: |
| REQM: Requirements | Goals | SCT |
| Management | Application | SCT |
| RD: Requirements | Implementation | SCT |
| Development | Technical <br> PI: Product Integration | SCT |
| TS: Technical Solution |  <br> Validation <br>  | TK |
| VAL: Validation | Validation | TK |
| VER: Verification $\quad$ Table 5: CMMI Engineering and Mafteah/MethodA; |  |  |

SCT and TK are components of Mafteah/MethodA; SCT=system component tree; TK=(tool) kit

The knowledge base is implemented as a series of (tool) kits (TK's).
For the comparison we pick the relevant components from the Mafteah table and knowledge base and confront these with the PAC's of CMMI (Table 5 and Table 6).
It should be noted that in this process the components for the Mafteah Method can not be extracted from one component only e.g. only the System Component Tree (SCT). They have to be retrieved also from the extensive (tool) kit collection (TK) inherent in the Mafteah framework knowledge base.

From the tables $5 \& 6$ it appears that already on the uppermost level of the PAC's for CMMI and the framework for Mafteah a rather good mutual coverage exists. Only for two PA's the Decision Analysis and Resolution (DAR) and

| Support (PAC4) | Mafteah/MethodA | Component |
| :---: | :---: | :---: |
| CM: Configuration Management | Configuration Management | TK |
| PPQA: Process and Product Quality Assurance | Quality Assurance (QA) | TK |
| MA: Measurement and Analysis | Metrics | TK |
| DAR: Decision Analysis and Resolution |  |  |
| OEI: Organizational Environment for Integration | Goals | TK |
| CAR: Causal Analysis and Resolution | -- |  |
| Table 6: CMMI Support and Mafteah/MehodA; legend see table 5 |  |  |
| Causal Analysis and Resolution (CAR) an equivalent can not simply be found at this level in the Mafteah Method. Within the current limitation of this paper a more extensive investigation including other levels is not considered as meaningful. Later investigations might involve comparison on more detailed levels. |  |  |

## V. CONCLUSION

Both methods strive to increase the quality of the delivered software components. The comparison can be rounded off with the process/product dichotomy on the one hand and the conformance/ improvement at the other hand [11] as positioning matrix. Quality criteria can be imposed on product or process. Techniques, procedures or tools may be designed to ensure that the product or process conforms to these quality criteria. At the other hand, schemes can be contrived that will improve the quality of product or process.
From the comparison made here and the respective philosophies of both methods, it will become clear that Mafteah, which is based upon the meta modeling school or Methodology Engineering[1] will be positioned more at the conformance part and CMMI coming from TQM[6-8], more at the improvement part (see Fig.4). The Mafteah method places more emphasis on the final products, whereas CMMI has more focus on processes. However both methods take firmly process approaches into account.


Figure 4: The relative positioning of both methods in the conformance/improvement and product/process matrix
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#### Abstract

Predicting the next request of a user as visits Web pages has gained importance as Web-based activity increases. A large amount of research has been done on trying to predict correctly the pages a user will request. This task requires the development of models that can predicts a user's next request to a web server. In this paper, we propose a method for constructing first-order and second-order Markov models of Web site access prediction based on past visitor behavior and compare it association rules technique. In these approaches, sequences of user requests are collected by the session identification technique, which distinguishes the requests for the same web page in different browses. We report experimental studies using real server log for comparison between methods and show that degree of precision.


Index Terms-Markov Model, Association rules, Prediction

## 1 INTRODUCTION

World Wide Web is storing huge useful information. One important data source for this study is the webserver $\log$ data that trace the user's web browsing actions. The web $\log$ data consist of sequences of URLs requested by different clients bearing different IP Addresses. Association rules can be used to decide the next likely web page requests based on significant statistical correlations. The result of accurate prediction can be used for recommending products to the customers, suggesting useful links, as well as presending, pre-fetching and caching of web pages for reducing access latency [1]. The work by Liu et al. [2] and Wang et al. [3] considered using association rules for prediction by selecting rules based on confidence measures, but they did not consider the sequential classifiers [1]. It has been observed that user tend to repeat the trails they have followed once [4]. So, better prediction of a user's next request could be made on the data pertaining to that particular user, not all the users. However, this would require reliable user identification and tracking users among sessions. This is usually achieved by sending cookies to a client browser, or by registering users. Both require user cooperation and might discourage some of potential site visitors. As a result, many web sites choose not to use these means of user tracking. Also, building prediction models on individual data would require that users have accessed enough pages to make a prediction, which is not usually the case for a university website that has many casual users [5].

In the network system area, Markov chain models have been proposed for capturing browsing paths that occur frequently [4, 6]. However, researchers in this area did not study the prediction models in the context of association rules, and they did not perform any comparison with other potential prediction models in a systematic way. As a result, it remains an open question how to construct the best association rule based
prediction models for web $\log$ data [1].
This paper is organized as follows. In section 2 , we discuss the background of study and review the past works in related research. In section 3, we present the experimental design. In section 4 , we discuss the experimental result. We conclude our work in section 5.

## 2 BACKGROUND OF STUDY

### 2.1 Web Mining

Web mining is the term of applying data mining techniques to discover automatically and extract useful information from the World Wide Web documents and services [7]. The web mining system uses information determined from the history of the investigated web system. When valuable hidden knowledge about the system of interest has been discovered, this information can be incorporated into a decision support system to improve the performance of the system. These rules, patterns typically reflecting real world phenomena, are mined from the web server logs, proxy server logs, user' profiles, registration data etc. Three major web mining methods are web content mining, web structure mining and web usage mining. Web content mining is the process of extracting knowledge from the content of documents or their descriptions. Web structure mining aims to generate structural summaries about web sites and web pages [8]. Web usage mining is to discover usage patterns from web data, in order to understand and better serve the needs of web-based application. It is an essential step to understand the users' navigation preferences in the study of the quality of an electronic commerce site. In fact, understanding the most likely access patterns of users allows the service provider to personalize and adapt the site's interface for the individual user, and to improve the site's structure.

### 2.2 Association rules

Agrawal and Srikant [9] were proposed to capture the co-occurrence of buying different items in a supermarket shopping. Given a set of transactions, where each transaction is a set of items, an association rule is an expression $\mathrm{X}=>\mathrm{Y}$, where X and Y are sets of items. The intuitive meaning of such a rule is that transactions in the databases which contain the items in $X$ tend to contain also the items in $Y$ [10]. For instance, $98 \%$ of customers who purchase tires and auto accessories also buy some automotive services; $98 \%$ is called the confidence of the rule. The support of the rule $\mathrm{X}=>\mathrm{Y}$ is the percentages of transactions that contain both $X$ and $Y$. Association rule generation can be used to relate pages that are most often referenced together in a single server session [11]. In the context of Web usage mining, association rules refer to set of pages that are accessed together with a support value exceeding some specified threshold. The association rules may also serves as a heuristic for prefetching documents in order to reduce user-perceived latency when loading a page from a remote site [11]. These rules are used in order to reveal correlations between pages accessed together during a server session. Such rules indicate the possible relationship between pages that are often viewed together even if they are not directly connected, and can reveal associations between groups of users with specific interests. A transaction is a projection of a portion of the access log. In their work Liu et al. [2] and Wang et al. [3] considered using association rules for prediction without considering sequential classifiers. In contrast, Lan et al. [12] developed an association rules mining technique for the pre-fetching of web document from the server's disk into the server's cache. They constructed rules of the form $D_{i} \rightarrow D_{j}$, where $D_{i}$ and $D_{j}$ are documents (URLs). The intuitive interpretation of such rules are that document C is likely to be requested by the same user sometimes after document $D_{i}$ has been requested and there is no other request between the requests for $D_{i}$ and $D_{j}$, since it is usually the case according to the log. The counting of support is done differently than in Agrawal and Srikant [9] since the ordering of documents is considered [13]. They defined confidence is the ratio support $\left(D_{i} D_{j}\right) / \operatorname{support}\left(D_{i}\right)$, support $\left(D_{i}\right)$ is the total number of occurrences of document $D_{i}$ in the transactions over the total number of the transactions and support $\left(D_{i} D_{j}\right)$ is the total number of occurrences of a sequence $D_{i} D_{j}$ in the transactions over total number of transactions. Only consecutive subsequences inside a user transaction are supported. For instance, the user transaction $A B C D$ supports the subsequences: $A B, B C$, and $C D$. Yang et al. [1] studied different association-rule based methods for web request prediction. Their analysis is based on a two dimensional structure and real web logs are used as training and testing data. First dimension is named antecedent of rules. They consist of five rules; called subset rule, subsequence rule, latest-subsequence rule, substring rule and latest-substring rules. These
representations build the left-hand-side of association rules using non-empty subsets of URLs, non-empty sequences of URLs, non-empty sequences of URLs which end in the current time, non-empty adjacent sequences of URLs, and non-empty adjacent sequences of URLs which end in the current time. Second dimension is named criterion for selecting prediction rules. It represents as three prediction methods called longest match selection, most confident selection and pessimistic selection. The longest-match method selects the longest left-hand-side of the rule and matches an observed sequence from all rules with the minimum support rules. Most confident selection always chooses a rule with highest confidence and minimum support rules. Pessimistic selection combines the confidence and support for a rule to form an unified selection measure. The result showed that the latest substring rule coupled with the pessimistic-selection method gives the most precision prediction performance. In this work, we also used the latest-substring to represent the prediction rules.

### 2.3 Markov model

Markov models [14] have been used for studying and understanding stochastic processes, and were shown to be well-suited for modeling and predicting a user's browsing behavior on a web-site. Markov models have been widely used to model user navigation on the web and predicting the action a user will take next given the sequence of actions he or she has already performed. For this type of problems, Markov models are represented by three parameters $<\mathrm{A}, \mathrm{S}, \mathrm{T}\rangle$, where A is the set of all possible actions that can be performed by the user; S is the set of all possible states for which the Markov model is built; and T is a $|\mathrm{S}| \times|\mathrm{A}|$ Transition Probability Matrix (TPM), where each entry $\mathrm{t}_{\mathrm{ij}}$ corresponds to the probability of performing the action $j$ when the process is in state $i$ [15]. In general, the input for these problems are the sequence of web-pages that were accessed by a user and the goal are to build Markov models that can be used to model and predict the web-page that the user will most likely access next. Padbanabham and Mogul [16] use N-hop Markov models predicted the next web page users will most likely access by matching the user's current access sequence with the user's historical web access sequences for improving pre-fetching strategies for web caches. Pirolli and Pitkow [4] predict the next web page by discovering the longest repeating subsequences in the web sessions, and then using a weighted scheme to match it against the test web sessions. Sarukkai [17] used first-order Markov models to model the sequence of pages requested by a user for predicting the next page accessed. Cadez et al. [18] clustered user behaviors by learning a mixture of first-order Markov models using the Expectation-Maximization algorithm. They then display the behavior of a random sample of users in each cluster along with the size of each cluster. They also applied to the visualization of web traffic on the msnbc.com site.

## 3 EXPERIMENTAL DESIGN

In this paper, we study association rules and Markov models for predicting a user's next web requests. The prediction models that we build are based on web log data that correspond with users' behavior. They are used to make prediction for the general user and are not based on the data for a particular client. This prediction requires the discovery of a web users' sequential access patterns and using these patterns to make predictions of users' future access.

The experiment on used web data, collected from www.dusit.ac.th web server (see example in Fig. 1) during 1st December 2004 - 31st December 2004. The total number of web pages with unique URLs is equal to 314 URLs, and there are 13062. These records are used to construct the user access sequences (Figure 2). The user sessions are split into training dataset and testing dataset. The training dataset is mined in order to extract rules, while the testing dataset is considered to evaluate the predictions made based on these rules. We experimentally evaluated the performance of the proposed approach: first-order markov model, secondorder markov model, and association rule mining and construct the predictive model.

```
1102801060.863 1897600 172.16.1.98 TCP_IMS_HIT/304 203
GET http://asclub.net/images/main_r4_c11.jpg - NONE/- image/jpeg
1102801060.863 1933449 172.16.1.183 TCP_MISS/404 526
GET http://apl1.sci.kmitl.ac.th/robots.txt DIRECT/161.246.13.86
text/html
1102801060.863 1933449 172.16.1.183
TCP REFRESH_HIT/200 3565
GET http://apl1.sci.kmitl.ac.th/wichitweb/spibigled/spibigled.html
DIRECT/161.246.13.86 text/html
```

Fig.1. Web log data

### 3.1 Web log preprocessing

Web log files contain a large amount of erroneous, misleading, and incomplete information. This step is to filter out irrelevant data and noisy log entries. Elimination of the items deemed irrelevant by checking the suffix of the URL name such as gif, jpeg, GIF, JPEG, jpg, JPG. Since every time a Web browser downloads a HTML document on the Internet, several log entries such as graphics and script are downloaded too. In general, a user does not explicitly request all the graphics that are in the web page, they are automatically down-loaded due to the HTML tags. Since web usage mining is interested in studying the user's behavior, it does not make sense to include file requests that a user does not explicitly request. The HTTP status code returned in unsuccessful requests because there may be bad links, missing or temporality inaccessible pages, or unauthorized request etc: 3xx, $4 x x$, and 5xx. Executions of CGI script, Applet, and other script codes are also eliminated. This is due to the fact that there is not enough Meta data to map these requests into semantically meaningful actions, as these
records are often too dynamic and contain insufficient information that makes sense to decision makers.

### 3.2 Session identification

After the preprocessing, the log data are partitioned into user sessions based on IP and duration. Most users visit the web site more than once. The goal of session identification is to divide the page accesses of each user into individual sessions. The individual pages are grouped into semantically similar groups. A user session is defined as a relatively independent sequence of web requests accessed by the same user [19]. Fu et al. [20] identify a session by using a threshold idles time. If a user stays inactive for a period longer than the max_idle_time, subsequent page requests are considered to be in another episode, thus identificated as another session. Most researchers use heuristic methods to identify the Web access sessions [21] based on IP address and time-out does not exceeding 30 minutes for the same IP Address. A new session is created when a new IP address is encountered after a timeout. Catledge and Pitkow [22] established a timeout of 25.5 minutes based on empirical data. In this paper, we use time-out of 30 minutes to generate a new user (see example in Fig. 2).

> Session $1: 900,586,594,618$ Session $2: 900,868,586$
> Session $3: 868,586,594,618$
> Session $4: 594,618,619$
> Session $5: 868,586,618,900$

Fig.2. User session from data set

We assume the access pattern of a certain type of user can be characterized by a certain a minimum length of a user's transaction, and that the corresponding future access path is not only related to the last accessed URL. Therefore, users with relatively short transactions (e.g. 2-3 accesses per transaction) should be handled in a different way from users with long transactions (e.g. 1015 accesses per transaction) [23]. In this study, we proposed a case definition design based on the transaction length. User transactions with lengths of less than three are removed because it is too short to provide sufficient information for access path prediction [23].

### 3.3 Prediction using Association rules

To capture the sequential and time-limited nature of prediction, we define two windows. The first one is called antecedent Window (W1), which holds all visited pages within a given amount of user requests and up to a current instant in time. A second window, called the consequent window (W2), holds all future visited pages within amount of user requests from the current time instant.

The web $\log$ data are a sequence of entries recording which documents was requested by a user. We extracted a prediction model based on the occurrence frequency and find the last-substring [1] of the W1. The last-substrings are in fact the suffix of string in W1 window. We will refer Left-Hand-Side as LHS and

Right-Hand-Side as RHS. These rules not only take into account the order and adjacency information, but also the newness information about the LHS string. We used only the substring ending in the current time (which corresponds to the end of window W1) qualifies to be the LHS of a rule [1]. We give a simple example to illustrate the prediction scheme of association rules clearly (see Table 1). The input data for training the model consists of web sessions, where each session consists of the sequence of the pages accessed by a user during his/her visit to the site. The training data of our example, shown in Figure 2, is from five user sessions.

Table 1
The Latest-substring rules

| W1 | W2 | The latest-substring <br> rule |
| :---: | :---: | :---: |
| $900,586,594$ | 618 | $\{594\}->618$ |
| $868,586,594$ | 618 |  |

From these rules, we extract sequential association rules of the form LHS->RHS from the session [1]. The support and confidence are defined as follows:

$$
\begin{gathered}
\text { supp }=\frac{\operatorname{count}(L H S->\text { RHS })}{\text { number of sessions }} \\
\operatorname{conf}=\frac{\operatorname{count}(L H S->R H S)}{\operatorname{count}(L H S)}
\end{gathered}
$$

Our goal is to output the best prediction on a class based on a given training set. Therefore, we need a way to select among all rules that apply. In a certain way, the rule-selection method compresses the rule set. If a rule is never applied, then it is removed from the rule set. In association rule mining, a major method to construct a classifier from a collection of association rules is the most-confident selection method [2]. The most confident selection method always chooses a rule with the highest confidence among all the applicable association rules, where support values are above the minimum support threshold. For example, suppose a testing set has a previous sequence of (A, B, C). Using the mostconfident rule selection method, we can find three rules which can be applied to this example,

Rule 1: $(\mathrm{A}, \mathrm{B}, \mathrm{C}) \rightarrow \mathrm{D}$ with confidence $35 \%$
Rule 2: (B, C) $\rightarrow$ E with confidence $60 \%$
Rule 3: (C) $\rightarrow$ F with confidence $50 \%$
In this case, the confidence values of rule 1, rule 2 and rule 3 are $35 \%, 60 \%$ and $50 \%$, respectively. Since Rule 2 has the highest confidence, the most-confident selection method will choose Rule 2, and predict E as the next page to be accessed.

### 3.4 Prediction using Markov models

The Markov model has achieved considerable success in
the web prefetching field [4, 24, 25]. However the limit of this approach in web prefetching is that only requested pages are considered. The state-space of the Markov model depends on the number of previous actions used in predicting the next action. The simplest Markov model predicts the next action by only looking at the last action performed by the user. In this model, also known as the first-order Markov model, each action that can be performed by a user corresponds to a state in the model (Table 2). A somewhat more complicated model computes the predictions by looking at the last two actions performed by the user. It is called the second-order Markov model, and its states correspond to all possible pairs of actions that can be performed in sequence (Table 3). This approach is generalized to the Kth-order Markov model, which computes the predictions by looking at the last K actions performed by the user, leading to a state-space that contains all possible sequences of $K$ actions [15]. We also used training user sessions, shown in Figure 2. In this example, we find first-order and second-order Markov Model and set the support threshold as 2. Based on this training set, the supports of different order sequences are counted. Prediction rules and their predictions confidence are shown in Table 4.

Table 2
Sample First-order Markov

| $1^{\text {st }}$ order | Support count |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Second item in <br> sequence | 586 | 594 | 618 | 619 | 868 | 900 |
| First item in <br> sequence | 0 | 2 | 1 | 0 | 0 | 0 |
| 586 | 0 | 0 | 3 | 0 | 0 | 0 |
| 594 | 0 | 0 | 0 | 0 | 1 | 1 |
| 618 | 0 | 0 | 0 | 0 | 0 | 0 |
| 619 | 3 | 0 | 0 | 0 | 0 | 0 |
| 868 | 1 | 0 | 0 | 0 | 0 | 1 |
| 900 |  |  |  |  |  |  |

Table 3
Sample Second-order Markov

| $2^{\text {nd }}$ order | Support count |  |  |  |  |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| Second item in <br> sequence | 586 | 594 | 618 | 619 | 868 | 900 |
| First item in <br> sequence | 0 | 0 | 2 | 0 | 0 | 1 |
| $586->594$ | 0 | 0 | 0 | 1 | 0 | 0 |
| $594->619$ | 0 | 1 | 1 | 0 | 0 | 0 |
| $868->586$ | 1 | 1 | 0 | 0 | 0 | 0 |
| $900->868^{*}$ |  |  |  |  |  |  |

* as url web page


## 4 Experimental results \& discussions

The most commonly used evaluation metrics are accuracy, precision, recall and F-Score. Deshpande and

Karypis [24] used several measures to compare different Markov model-based techniques for solving the nextsymbol prediction problem: accuracy, number of states, coverage and model-accuracy. Haruechaiyasak [26] and Zhu et al. [27] used precision and recall to evaluate the performance of method.

| TAbLE 5 |  |  |
| :---: | :---: | :---: |
| Confusion MATRIX |  |  |
| Actual | Predicted |  |
|  | positive | negative |
| Positive | TP | FN |
| Negative | FP | TN |

The precision measure the accuracy of the predictive rule set when applied to the testing data set. The recall measures the coverage or the number of rules from the predictive rule set that matches the incoming request [26]. To evaluate classifiers used in this work, we apply precision and recall, which are calculated to understand the performance of the classification algorithms. Based on the confusion matrix computed from the test results, several common performance metrics can be as Table 5, where TN is the number of true negative samples; FP is false positive samples; FN is false negative samples; FP is true positive samples. Precision and recall can be as Table 5.

$$
\text { recall }=\frac{T P}{T P+F N} \quad \text { precision }=\frac{T P}{T P+F P}
$$

### 4.1 Results

The results plotted in Figure 3 and show comparison of the different algorithms. We divided the web $\log$ as training data and testing data. As can be seen from the Figure 3, the first-order Markov model consistently gives the best prediction performance. The secondorder worst when the recall less than $50 \%$ but the association rule is worst after the precision less than $50 \%$.

### 4.2 Discussions

Web usage mining is the application of data mining techniques to usages logs of large Web data repositories to produce results that can be used in the design tasks. In this experiment, the three algorithms are not successful in correctly predicting the next request to be generated. The first-order Markov Model is best than other because it can extracted the sequence rules and chose the best rule for prediction and at the same time second-order decrease the coverage too. This is due to the fact that these models do not look far into the past to discriminate correctly the difference modes of the generative process.


Fig.3. Result compare among three techniques

## 5 CONCLUSION AND FUTURE WORK

Web servers keep track of web users' browsing behavior in web logs. From log file, one can builds statistical models that predict the users' next requests based on their current behavior. In this paper we studied different algorithm for web request prediction. Our analysis based on three algorithm and using real web logs as training and testing data and show that the firstorder Markov model is the best prediction after compared to use. In the future, we plan to use rough sets for prefetching to extract sequence rules.

## ACKNOWLWDGMENT

This research was supported in part by grants from Suan Dusit Rajabhat University at Bangkok, Thailand.

## REFERENCES

[1] Q.Yang, T.Li, K.Wang, "Building Association-Rules Based Sequential Classifiers for Web-Document Prediction", Journal of Data Mining and Knowledge Discovery, Netherland: Kluwer Academic Publisher, vol. 8, 253-273, pp. 2004.
[2] B.Liu, W.Hsu, and Y.Ma, "Integrating Classifi- cation and Association Mining", Proc. of the Fourth International Conference on Knowledge Discovery and Data Mining (KDD-98), 1998.
[3] K.Wang, S.Q.Zhou, and Y.He, "Growing Decision Trees on Association Rules", Proc. of the International Conference of Knowledge Discovery in Databases, 2000.
[4] J.Pitkow and P.Pirolli, "Mining Longest Repeating Subsequences to Predict World Wide Web Surfing", Proc. USENIX Symp. On Internet Technologies and Systems, 1999.
[5] O.Chakoula, "Predicting Users' Next Access to the Web Server" Master diss., Dept. of Computer Science, University of British Columbia, 2000.
[6] Z.Su, Q.Yang, Y.Lu, and H.Zhang, "What next: A Prediction System for Web Requests using N-gram Sequence Models", Proc. of the First International

Conference on Web Information Systems and Engineering Conference, Hong Kong, 2000.
[7] O.Etzioni, "The World Wide Web: Quagmire or Gold Mine", Communications of the ACM, vol. 39 (11), 1996, pp.65-68.
[8] S.K.Madria, S.S.Bhowmick, W.K.Ng, and E.Lim, "Research Issues in Web Data Mining", Proc. First International Conference on Data Warehousing and Knowledge Discovery, Italy, Florence, 1999, pp.303312.
[9] R.Agrawal and R.Srikant, "Fast algorithms for mining association rules", Proc. of the 20th VLDB Conference ages, Santiago, Chile, 1994.
[10]R.Srikant, R.Agrawal, "Mining Generalized Association Rules", Proc. of the 21st Int'l Conference on Very Large Databases, Zurich, Switzerland, Sep., 1995. Expanded version available as IBM Research Report RJ 9963, June 1995.
[11]J.Srivastava, R.Cooley, M.Deshpande and P.Tan "Web Usage Mining: Discovery and Applications of Usage Patterns from Web Data", SIGKDD Explorations. vol. 1 (2), 2000, pp.12-23.
[12] B.Lan, S.Bressan, B.C.Ooi, and Y. Tay, "Making Web Servers Pushier", Proc. Workshop Web Usage Analysis and User Profiling, 1999.
[13]A.Nanolopoulos, D.Katsaros, and Y.Manolopoulos, "A Data Mining Algorithm for Generalized Web Prefetching", IEEE Transactions on Knowledge and Data Engineering, vol. 15 (5), 2003, pp.1155-1169.
[14]A.Papoulis, "Probability, Random Variables, and Stochastic Processes", NY: McGraw Hill, 1991.
[15]M.Deshpande, "Prediction/Classification Technique for Sequence and Graphs", Ph.D. dissertation, University of Minnesota, January 2004.
[16]N.Padmanabhan and J.C.Mogul, "Using predictive prefetching to improve World Wide Web latency", ACM SIGCOMM Computer Communication Review. vol. 26 (3), 1996, pp. 22-36.
[17]R.R.Sarukkai, "Link prediction and path analysis using Markov Chain", Proc. of the 9th international World Wide Web conference on Computer networks: The international journal of computer and telecommunications networking, Amsterdam, Netherlands, 2000.
[18]I.Cadez, D.Heckerman, C.Meek, P.Smyth, and S.White, "Visualization of Navigation Patterns on a Web Site Using Model Based Clustering", Technical Report MSR-TR-00-18, Microsoft Research, 2000.
[19]R.Cooley, P-N Tan, J.Srivastava, "Discovery of Interesting Usage Patterns from Web Data", SpringerVerlag LNCS/LNAI series, 2000.
[20] Y.Fu, K. Sandhu, and M.Y.Shih, "Clustering of Web Users Based on Access Patterns", Proc. of the 5th ACM SIGKDD International Conference on Knowledge Discovery \& Data Mining, San Diego: Springer, 1999.
[21]G.Pallis, L.Angelis, and A.Vakali, "Model-based cluster analysis for web users sessions", SpringerVerlag Berlin Heideberg, 2005, 219-227.
[22]L.Catledge and J.E. Pitkow, "Characterizing Brow-
sing Behaviors on The World Wide Web", Computer networks and ISDN Systems, vol. 27 (6), 1995.
[23]C.Wong, S.Shiu and S. Pal, "Mining Fuzzy Association Rules for Web Access Case Adaptation", Proc. of the workshop Programme at the fourth International Conference on Case-Based Reasoning, Harbor Center in Vancouver, British Columbia, Canada, 2001.
[24]M. Deshpande and G. Karypis, "Selective Markov Models for Predicting Web Page Accesses", In Workshop on Web Mining at the First SIAM International Conference on Data Mining, 2001.
[25]B. Mobasher, H. Dai, T. Luo, M. Nakagawa, "Using Sequential and Non-Sequential Patterns in Predictive Web Usage Mining Tasks", (ICDM 2002), 2002.
[26]C. Haruechaiyasak, "A Data Mining and semantic Web Framework for Building a Web-based Recommender System", Ph.D. diss., University of Miami, 2003.
[27]J.Zhu, J.Hong, and J.G.Hughes, "Using Markov Chains for Link Prediction in Adaptive Web Site", Proc. of Soft-Ware 2002: First International Conference on Computing in an Imperfect World, Lecture Notes in Computer Science, Springer, Belfast, 2002.

# New Protocol Layer for Guaranteeing Trustworthy Smart Card Transaction 

Zheng Jianwu, Liu Mingsheng, and Liu Hui<br>Department of Information Engineering, Shijiazhuang Railway Institute, Hebei 050043, China \{zhengjw, liums, liuhui\}@sjzri.edu.cn

Abstract-We first point out that trustworthy information exchange between the card application and the smart card should be guaranteed, given the application system wants to leverage the enhanced security and privacy functionality of the smart card to make itself an attack-proof system, then suggest to introduce a new protocol layer for ensuring trustworthy transaction into current smart card protocol stack, and determine the position where the new protocol layer should be in the stack.

Furthermore, protocol detail of the new layer, i.e. cryptographic policy in essence for establishing trustworthy channel between the card application and the smart card is proposed, specifically, how measures for ensuring transaction information privacy $\&$ integrity, and fighting fraudulent transaction are taken and integrated. Moreover, STS (Station to Station) protocol for attestation and authenticated key negotiation, which is the key to the success of the new protocol layer, is introduced.

## I. INTRODUCTION

Because the smart card is an intrinsically secure computing platform, it is often incorporated in the application system to enhance the security of the system or realize some special security purposes. Fig. 1 depicts two scenarios of the networked application system.

(b) With Smart Card

Fig. 1. Two Scenarios of the Networked Application System
After incorporating the smart card, on the one hand, it is possible for the system to exploit the enhanced security and privacy functionality of the smart card, and on the other hand,
the system is complicated, namely, besides the card application and the smart card, so many intermediary parties, including ICC/IFD Service Provider, ICC Resource Manager and so on are involved in the application terminal.

We always pay more attention to the external link (Internet link), such as implementing SSL/TLS, IPSec and so on for securing the traffic between application terminals through Internet, than that to the internal link connecting the card application and the smart card, precisely, it is always neglected to take measures to guarantee trustworthy information exchange between the card application and the smart card. Consequently, attacks initiated by spyware, virus software and so forth find favourite entrances here and bring disastrous consequences to the system

In reality, two links mentioned above are equally important in terms of the security of the system, and therefore should be thoroughly safeguarded with proper policies and measures. This paper aims to propose measures to secure message exchange between the card application and the smart card in the application terminal.

## A. Transmission Model and Protocol Stack

Fig. 2 (taken from PC/SC Specification Version 2.0 [1] with modifications) and Fig. 3 depicts transmission model and protocol stack of smart card transaction executed in the application terminal depicted in the bottom scenario of the Fig. 1 respectively.

(APDU: Application Protocol Data Unit TPDU: Transmission Protocol Data Unit )
Fig. 2. Transmission Model of Smart Card Transaction
From Fig. 1 and Fig. 2, it is clear that the card application is the entrance to the Internet, connecting the external world over
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© 2006 Springer.
specific network protocols. Moreover, it is instructive to view the smart card as three separate components depicted at the right side of the Fig. 2, especially for intuitively understanding peer-to-peer protocol stack shown in Fig. 3.

| 5 | Card Application Layer (CAL) <br> (Smart Card Aware Applications) |
| :--- | :---: |
| 4 | Terminal Application Layer (TAL) <br> (ISO7816 APDU) |
| 3 | Terminal Transport Layer (TTL) <br> (APDU $<=>$ TPDU) |
| 2 | Data Link Layer <br> (Data Frame, Timing, <br> Error Correction and Detection, etc.) |
| 1 | Physical Layer <br> (Bit Stream Control, etc.) |

Fig. 3. Protocol Stack of Smart Card Transaction

## B. Defining the Problem

Information exchange between the card application and the smart card of the application terminal is completed in two steps.

1) Card application initiates the transaction and sends command down through the stack of terminal side, then the command is moved back up the stack to specific application of smart card side.
2) After completing the command, smart card returns response down the stack of smart card side layer by layer, and the response is moved back up the stack of terminal side until card application gets the response.
Therefore, the task of guaranteeing trustworthy [2][3] transaction can be essentially divided into the task of mutually authenticating each other and the task of establishing trustworthy transaction channel between the card application and the smart card; we suggest to introduce a new protocol layer into the protocol stack shown in Fig. 3 for accomplishing these two tasks.

## II. CRyptographic Measures for Trustworthy Transaction

It is clear that data privacy, data integrity, and identity legitimacy are three fundamental requirements should be satisfied in terms of guaranteeing trustworthy smart card transaction. Furthermore, frustrating transaction commands or responses originated by adversaries is very important for achieving the goal, we therefore should incorporate proper security services for fighting these fraud transaction attacks aiming to destroy normal transaction processes. Namely, fraud transaction prevention should be specified for trustworthy transaction, as one of requirements besides data confidentiality and integrity.

Although a wide variety of measures can be implemented to satisfy security requirements specified above, the most commonly adopted mechanisms are based on the use of cryptographies.

## A. Measures for Data Confidentiality and Integrity

Both secret key cryptography [4][5][6] and public key cryptography [7][8] can be used to secure essential message exchanges between the card application and the smart card.
Message digest algorithms and private or public cryptographies can be combined to effectively detect intentional or unintentional data modifications (however, cryptography does not protect message from being altered). When secret key cryptography is used, FIPS-113, Computer Data Authentication [9], specifies a standard technique for calculating a MAC (message authentication code) for integrity verification. Public key cryptography verifies integrity by using of secure hashes (FIPS-180, Secure Hash Standard [10]) and public key signatures (FIPS-186, Digital Signature Standard [11]).
This paper selects MD5 algorithm [12] (certainly, other message digest algorithms can also be OK, such as algorithms of SHA serie [10].) and secret key cryptography for guaranteeing data confidentiality and integrity. When securing data transmission with secret key cryptography, a secret session key should be used; how to securely and dynamically negotiate the session key before any essential transaction exchange is discussed in subsection IV-B.

## B. Measures for Identity Authentication

Authentication relates to source authentication (i.e. confirmation of the identity of communication source) or peer entity authentication, which assures one entity of the purported identity of the other correspondent. Either secret key or public key cryptography can be implemented for identity authentication.
When utilising secret key cryptography, authentication can be implemented by demonstrating the knowledge of the cryptographic key. In this paper, Public key cryptography is selected for peer identity authentication. Specifically, the card application and the smart card authenticate each other with the certificates.

## C. Measures for Fraud Transaction Prevention

In order to resist malicious attacks, the tough work is to introduce reliable and feasible mechanisms for distinguishing authentic (or legitimate) transaction information from fraudulent information, e.g. attacks launched by adversaries.
A special byte is introduced into every transaction message, whose value obeys following two rules. The first rule is that value of the byte in every legitimate command-response transaction pair is unique, i.e. one specific value is only effective in one command-response pair. The second one is that value of special bytes in different command-response pairs should vary according to initial value and principle agreed on by two legitimate communicating parties; consequently bytes introduced into transaction messages from the first to the last establish a logical relationship among them during one session time or life time of a secret session key. This special byte is named as Transaction Serial Number Byte SN. Therefore, the card application and the smart card can
conclude that the transaction information received is a fraud when value of SN byte in the message is inconsistent with two rules specified above.

The mathematical mechanism adopted for agreeing on the initial value of SN (in the first command-response pair) and principle, according to which value of SN byte varies, is identical to the mechanism adopted for negotiating the secret session key.

## III. Position of the New Protocol Layer

Before advancing further, we should answer the question -where the new protocol layer should be? Because the new layer is introduced into the stack for implementing cryptographic measures mentioned above, it is therefore preferable that the transaction message (Command and Response) from the neighbour source layer to the new layer should be as simple as possible

As command (resp. response) moves down the protocol stack of terminal side (resp. smart card side), layers of the stack not only adjust (specifically, complicate) the command layer by layer, such as pre-appending or/and post-appending some mandatory information to the message for labelling, they but also take measures for some mandatory requirements, e.g. for perfect communication, which further complicate the transaction message; therefore, the upper the new layer is in the stack, the simpler it is to accomplish the task of implementing cryptographic measures for guaranteeing trustworthy smart card transaction.

However, the new layer cannot be set upon the stack, otherwise it is independent to the stack. Clearly, position under CAL and above TAL is preferable to any other possible places in the current protocol stack

Fig. 4 depicts the modified protocol stack after introducing a new layer into the stack depicted in Fig. 3. The new layer and the new stack are named as Terminal Security Layer (TSL) and trustworthy protocol stack respectively.

| 6 | Card Application Layer (CAL) <br> (Smart Card Aware Applications) |
| :---: | :---: |
| 5 | Terminal Security Layer (TSL) <br> (Encryption, Decryption, Authentication, etc.) <br> Terminal Application Layer (TAL) <br> (ISO7816 APDU) |
| 4 | Terminal Transport Layer (TTL) <br> (APDU<=> TPDU) |
| 3 | Data Link Layer <br> (Data Frame, Timing, |
| 2 | Error Correction and Detection, etc.) |
| 1 | Physical Layer <br> (Bit Stream Control, etc.) |

Fig. 4. Trustworthy Protocol Stack of Smart Card Application System

## IV. How the TSL Accomplishes the Task

## A. Establishing Trustworthy Transaction Channel

Task of establishing trustworthy transaction channel is in essence to propose strategy for trustworthily securing APDU
transmission between two legitimate parties, i.e. the card application and the smart card.

## 1) Structure of APDU Message

As shown in the trustworthy protocol stack, card application initiates and sends a command to smart card through TSL, TAL, etc., layer by layer; and smart card returns a response via TSL after processing the command to the card application A specific response corresponds to a specific command, referred to as a command-response pair. An application protocol data unit (APDU) contains either a command data unit (C-APDU) or a response data unit (R-APDU).
Fig. 5 depicts the C-APDU message output by CAL of terminal side, consisting of a mandatory header of four bytes, i.e. CLA, INS, P1 and P2, and a conditional body ([...]) of variable length, i.e. possibly including Lc, IDATA and Le.
[CLA][INS][P1][P2] [Lc] [IDATA] [Le]
Fig. 5. Structure of C-APDU Message
Fig. 6 depicts the R-APDU message output by CAL of smart card side, consisting of a conditional body ODATA of variable length and a mandatory trailer of two bytes. Two mandatory bytes are status bytes SW1 and SW2; two status bytes code the status of the receiving entity after processing command APDU.
[ODATA] [SW1] [SW2].
Fig. 6. Structure of R-APDU Message
2) Defining the Symmetric Cryptographic Functions

Two symmetric cryptographic functions are defined without specifying any particular symmetric algorithm, one for encryption, and the other for decryption
The encryption function is defined as $\mathrm{C}=\mathrm{GE}(\mathrm{M}, \mathrm{K})$, and the decryption function is defined as $M=G D(C, K)$. $M$ and $C$ are plaintext and cipher respectively, and K is a secret session key. The session key used for cryptographic manipulations should be negotiated after mutually authenticating identities of two intending communication parties.

## 3) Strategy for Securing APDU Transmission

The strategy consists of strategy for C-APDU transmission and strategy for R-APDU transmission, which will be implemented in the TSL layer. As strategy for C-APDU and strategy for R-APDU are built on the same idea, only strategy for C-APDU transmission is detailed.
Assuming that card application wants to send C-APDU P to smart card, a new C-APDU $\mathrm{P}^{\prime}$ is constructed from original P in the following steps, which will be sent from card application to smart card instead of original $P$.
The original C-APDU P is expressed as
$\mathrm{P}=[\mathrm{CLA}][\mathrm{INS}][\mathrm{P} 1][\mathrm{P} 2]$ [Lc] [IDATA] [Le]

1) If Lc field is absent in $P$, insert a zero byte to $P$ at $L c$ position (directly after P2). Original message P is updated as
$\mathrm{P}=[\mathrm{CLA}][\mathrm{INS}][\mathrm{P} 1][\mathrm{P} 2][\mathrm{Lc}]$ [IDATA] [Le]
2) Call MD5 to hash the message $P$,
$\mathrm{H}=\mathrm{MD} 5(\mathrm{P})$.
$H$ is the output message digest, whose length is exactly 16 bytes.
3) Concatenate output message digest H with IDATA in
original message $P$. If IDATA is absent in P, IDATA' is H after concatenation. Concatenating operation is illustrated as

## IDATA' $=\mathrm{H}| |$ [IDATA]

4) Concatenate a transaction serial number byte SN , and IDATA' is modified as IDATA $^{\prime}=\mathrm{SN}| |$ IDATA $^{\prime}$.
5) Call message encryption function GE() to encrypt IDATA' above with secret session key K. Encryption is expressed as $\mathrm{C}=\mathrm{GE}\left(\mathrm{IDATA}^{\prime}, \mathrm{K}\right)$.
6) Construct a new command APDU $\mathrm{P}^{\prime}$. $\mathrm{P}^{\prime}$ is constructed as
$\mathrm{P}^{\prime}=[\mathrm{CLA}][\mathrm{INS}][\mathrm{P} 1][\mathrm{P} 2]\left[\mathrm{Lc}^{\prime}\right][\mathrm{C}]$ Le].
Four mandatory bytes are taken directly from original message P . Value of $\mathrm{Lc}^{\prime}$ in $\mathrm{P}^{\prime}$ is different from value of Lc in original message P , and its value is Lc plus 17 (if the message digest algorithm is not MD5, the value of Lc' is Lc plus the byte length of message digest calculated by the hash algorithm selected, and further plus one for accommodating the SN byte.). Le field in new command message $\mathrm{P}^{\prime}$ is the same as Le field in original P ; if Le is absent in P , Le will not be present in $\mathrm{P}^{\prime}$, otherwise, Le will be present in $\mathrm{P}^{\prime}$.
7) Send $P^{\prime}$ to smart card instead of original command message P down through the protocol layers of the trustworthy protocol stack under the TSL layer until it attains the smart card.
8) Discussion to the Strategy
9) Adversaries cannot read or understand the kernel transaction information by intercepting or tampering messages exchanged between the card application and the smart card without authority of accessing the proper session key. Legitimate parties who possess right session key can recover any encrypted information to its intelligible representation. Therefore, the card application and the smart card can confidentially exchange transaction messages with extra encryption and decryption operations.
10) To verify data integrity of transaction message received, the recipient possessing the proper secret session key can recalculate a hash code and compare it with the hash code calculated and encapsulated in the message by the sender. If even a single binary bit in the message is altered, the recipient will generate a different hash code. With data integrity, both legitimate parties involving in the transaction know that what they are seeing is exactly what the other party sent.
11) Because the initial SN byte and the principle are all trustworthily negotiated by legitimate parties before any essential transaction information exchange, the card application and the smart card can therefore distinguish authentic transaction information from fraudulent information by verifying the value of SN byte in the message received. Namely, the value
privacy of initial transaction serial number byte and the privacy of principle deciding the value variation of SN lie behind the possibility.

## B. Attestation and Negotiation

Authenticating trustworthiness of the card application and the smart card is to convince them that the card application (resp. smart card) is really the party it claims to be by evidencing notarised document, such as public certificate signed by a proper (publicly recognised) certificate authority.
Furthermore, as mentioned in subsection IV-A, in order to establish trustworthy transaction channel between the card application and the smart card, secret session key K, initial value of SN and so forth, should be trustworthily negotiated.
Namely, identity authentication and authenticated information negotiation are work left for guaranteeing trustworthy smart card transaction. W. Diffie's STS (Station to Station) protocol [13] supplies a complete and detail solution to the task. This paper will not repeat the protocol steps of STS. Some further discussions about generating K, SN and so on, are as follows.

1) The confidential message agreed on by the card application and the smart card with STS protocol is of variable bit length (its value range is [1, $\mathrm{P}-1$ ], P is a big odd prime, whose bit length should be more than 512.), therefore it can not be directly taken as cryptographic key needed by symmetric cryptographic functions. Hash algorithms supply good solutions to transforming message of variable length to message of a fixed length.
2) More than one confidential messages are needed for establishing trustworthy transaction channel, including secret session key K (may contain many sub-keys), initial value of SN , and initialisation vector $\mathrm{IV}_{0}$ (needed in some particular modes of cryptographic operation), then it is needed to cycle STS protocol many times.
3) In order to increase execution efficiency, identical $\{P$, q\} (Diffie-Hellman Parameters) can be used for cycling STS protocol during effective time of a secret session key negotiated with the identical parameters.

## V. CONCLUSION

It has been demonstrated that the new protocol layer (TSL) introduced in this paper can be easily incorporated into the current smart card protocol stack to guarantee trustworthy transaction between the card application and the smart card, consequently a trustworthy client for the networked application system is constructed. Cooperating with measures or securing the network traffic through the Internet, the security of the networked application system will be actually enhanced, and special security purposes will be eventually achieved.
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#### Abstract

Metadata may be used for handling of statistical information. Some metadata standards have already emerged as guiding lines for information processing within statistical information systems. Conceptual models for metadata representation have to address beside the dataset itself additional data objects occurring in connection with a dataset. A unified description framework for such data objects is discussed with respect to metadata handling. Basic ideas on integration and translation of metadata standards are given with a focus on the framework. Hereby principles of ontology engineering play a key role as starting point


I. Introduction

Economic and business decisions rely many times on empirical information contained in data. Such data get frequently assembled as information base in data warehouses. Hereby statistical methods are used. Building and using such empirical information needs not only data itself but also additional information about the collected data, which is usually summarized under the topic meta-information. The term meta-information means here that we consider more than the data itself, especially descriptions of the data, so called metadata, which are necessary for obtaining and handling the information. Hence, it is not surprising that metadata play a key role in statistical information systems for a long time. The earliest reference is Sundgren [11] who introduced the concept of metadata in statistics for a so called infological approach towards statistical information. This approach has been developed further in many ways by a number of researchers as well as statistical agencies and has lead to a number of metadata standards. One line of development focused on metadata standards for highly aggregated data in data warehouses with special emphasis on data exchange, for example the SDDS-standard [9]. Another approach stressed more the data archive aspect, considered metadata requirements of such archives and lead to tools like NESSTAR [7].

Due to the different starting points of these approaches it is rather cumbersome to integrate data in cases where the definition of the data schemes is based on such different documentation schemes. Following the developments of intelligent information processing in recent years the field of statistical information processing has seen a number of efforts to develop the idea of metadata further into the direction of ontology (see for example the MetaNet project [6]). In fact, statistical metadata practice includes to far extent information needed in ontology-engineering.

In this paper we present a foundational view on metadata usage for data representation, for data retrieval, for statistical data processing and for mapping between different metadata standards. Section II outlines the basic elements of statistical data models together with a rather flexible structure for a unified representation of these elements, so called composites. The design is oriented towards all kinds of statistical data processing. Section III considers metadata formalization and in section IV we present first ideas on formal processing.

## II. Composites

An important contribution in matters of metadata standards was made by the METANET project [3, 6], a thematic network within the fifth EU-research framework. This project aimed at a coherent framework for data collection and processing. In focus have been the requirements of the ontology definition of Gruber [5] ("ontology" is a specification of a conceptualization) by formalizing the statistical data paradigm, taking into account the representational, operational and functional semantics of statistical information. First steps towards an ontology for data description were set by outlining a taxonomy [3].

## Elementary Notions

Starting points are basic information objects like dataset, statistical population, or statistical variable, which constitute the categories for the ontology. These categories constitute the basic statistical objects. Datasets include elements with some information. Such elements belong to a universe of basic objects. The information units Population and Unit represent the universe from which the dataset is a special model. A representation of a dataset always uses Variables, which represent measures of interesting properties for the units. Variables give some "explanation" for the dataset as descriptions of values for attributes taken from a proper defined Value Domain. Additional Attributes ease handling of computational results for a dataset.

The development of an ontology (for metadata) starts from the dataset with its accompanying information units. Hereby an arbitrary number of information units of specific types may occur. Basically the accompanying populations resemble more or less the structure of the dataset; units can be considered as elements of the set representing the population and the basic structure for the value domains are also sets. For all these objects one can define basic operations, which are the building
blocks for all kinds of processing activities, rather independent from given datasets.
Datasets, Population, Unit, Variable and Value Domains are the basic objects, the so called categories of a unifying description framework. For documentation of these categories the idea of facet classifications (as known to the librarians) is used. Descriptions get organized with respect to four different categories, which give rise to the corresponding view facets of statistical categories.
The following four views were distinguished:

- The conceptual category view represents the subjectmatter definition of any category instance and builds the bridge to reality. Relation concepts for the considered objects are described here (conceptual data modeling may be done here). Validity of the definition of the subject matter concept gets usually restricted by temporal and geospatial constraints.
- The statistical (or: methodological) category view describes the statistical properties of the category instance by using a number of (type and role) parameters, which have to be defined in such way that specific properties of the different categories are taken into account. Data structures and relations to other objects are described here. A distinction between type and role parameters is given, what resembles roughly a distinction between context independence and dependence.
- The data management category view is geared towards machine supported manipulation storage and retrieval of the category instance data.
- The administrative category view addresses management and book-keeping of the structures.
Based on these view facets a representation scheme can be defined, which takes account of typical needs for statistics though not restricted to. Proper usage of datasets depends sometimes on more than object descriptions, but also derived from these objects. Traditionally such data are called metadata. Thus a uniform framework for representation of objects and the corresponding description seems to be a desirable aim.
A first sketch of such a model was presented in [2]. All the necessary information gets packed into so called composites. Composites are acyclic tree-like graphs where the subtrees represent so called data buckets for which corresponding bucket schemes are presumed. In the sense of uniformity each object type has bucket types analogous to the description views: conceptual, statistical, data management and administration buckets.

Technical Issues on Composites
Processing of composites can be composed from a sequence of transformations $T$ of composites producing new ones out of already existing:

$$
\left(\mathrm{C}_{\mathrm{i}}\right)_{1 \leq \mathrm{i} \leq \mathrm{p}} \rightarrow\left(\mathrm{~T}_{\mathrm{j}}\left(\left(\mathrm{C}_{\mathrm{i}}\right)_{1 \leq \mathrm{i} \leq \mathrm{p}}\right)\right)_{1 \leq \mathrm{j} \leq \mathrm{k}}
$$

Informally, a transformation $T$ is describable by definition of the origin composites, the output composites and the operators for computation with specifications of operator parameters.

Transformations are assumed to start with request for necessary operations onto the data set. Within a composite one can check the semantic correctness of operations what should depend on the information inside of a composite. One operation may require a bunch of additional operations for other parts of a composite. A transformation plan depends on the specific entries of the various bucket schemes and data buckets, yet nevertheless three main steps will be encompassed:

1. Metadata processing:

An admissibility check of a transformation is done by using only those data in the composites necessary for the description. The implied side effects of an operation are listed in the case of approval.
2. Data processing:

Operations for various data buckets of composites get executed according to the specification of metadata processing in the above step.
3. Output Generation:

A new result composite is generated. In case of unary operations it may be sufficient to add buckets for additional attributes, though new composites have to be defined for binary operations.
The last steps follow only if the first one (on metadata processing) does not result in an interrupt.
An example of such processes may be found in [4].

## III. Metadata

The outline of processing in the previous section puts metadata into a central role for all kinds of activities. Metadata play also a role of something like a Kerberos - not only guiding but permitting process steps, too. A composite is not fixed with respect to data models or metadata definitions. It is assumed that one sticks to a former decision of choice. Yet not everybody will choose equally. That reason and interest into automated processing gives a motivation for metadata interoperability. Today's ontologies [10] within knowledge representation can act as a starting point for formal metadata definitions (as basis for conceptual models for metadata) - and henceforth metadata standards. In fact there are different ontologies and henceforth metadata standards, and it is to expect that such numbers grow.

## Formal Metadata Descriptions

Here we concentrate only on such standards which basic principles and formulations can be systematically treated by humans from a bird's eye view. Only from such a unifying treatment formalizations are tackled, as there are knowledge representations, data types (order sorted algebras),
mathematical approaches and statistical notions (units, population and statistical variable).

## A) Basic Concept:

Metadata standards can get formulated by a common basis of fundamental concepts (foundational basis). That means that there are atomic notions within a partial order where such an order means something like sub- or super-concept. Set-like operations (join, meet and complement) get induced by such an "order". The used vocabulary comprises attribute-like properties and restricted quantifications like in description logic [8]. Herewith the basis for the intended fundamental concepts is formulated such that differences and relevant properties get included. It will not be realistic to aim at world knowledge nor will all technical issues be settled. For special cases even different ontological approaches might be chosen (e.g. [1] ).

The aforementioned basic statistical objects (population, units and variables) have to fit into the chosen conceptualization.
A set-like formulation for a fundamental structure $K$ lies at hand. Formally it is defined by

$$
K=<\text { BNotion,BRel,Subsump,Meet,Join,Compl,Null }>\text {, }
$$

a pool of Variables (there might be more than one sort), and properties of elements of K analogous to predicates (roles) and quantifiers in description logics ([8]).

## B) Data Types:

Until now only abstract concepts have been considered. Handling of values as numbers is one part of statistical information processing. Analogous to programming languages specification of data types with concrete value domains is mandatory. There are data types like numbers and strings which do not share much or even nothing (from a conceptual viewpoint). Furthermore some data types form (nontrivial) order sorted algebras. One example are natural, integer, rational and real numbers where operations are also extended. Intervals will play a prominent role with respect to numbers. The possibility of (domain) restrictions needs the concept of attributes - monadic predicates which may be used as generators for new sorts. One may distinct between sub- and super sorts with respect to the partial order of the conceptual basis and sorts associated with subset properties.
A data type $D=<$ DDom, DPred $>$ represents a domain with predicates defined on it (operations have to be formulated as some sort of equations - what seems rather naturally for most cases). For each data type we have an instantiation (or: intended interpretation) which maps $D$ into some grammatical structure.
Usual database models do not reflect such data type properties. Since (partial) orders are represented by (binary) relations that is not a problem for matters of storage. Data type properties are needed first for guiding the processing (and
decision making). The data management view tackles matters of archivation.
C) Formalization of Mathematical Concepts:

There is a strong relation between sorts of formal mathematical content and data types. Formalization brings a large body of ordered sorts. It is not always necessary to have a correspondence between formal sorts and ontological concepts. Formalization gives (semi-)automatic processing of mathematical statements, thus only basic or important mathematical notions need a correspondence to ontological concepts.

## D) Statistical Variables

A statistical variable $S V$ is a (partial) mapping from $K$ into instantiations of data type domains.
There is not only ontological meaning behind. Statistical variables give also concrete values for abstract notions. In that sense they play a central role in being a bridge between abstract notions and value domains: Thus it is legitimate to see them as interpretations of metadata standards into the available order sorted algebras. The statistical notions of unit and population get hereby a determination with concrete values. One needs abilities for comparing and processing mathematical notions, since they play a role in understanding statistical variables.
E) Specification for Data Repositories:

This topic covers merely technical specifications like data base or storage organization. Detailed inspection of data management views is beyond the scope of this paper.
F) Metadata Formalization:

Concrete metadata standards get reformulated pertaining to the fundamental concepts. The original formulation of metadata standards gets simply mapped onto ontological notions whereas totality is not compulsory. What is likely to appear is that especially for technical notions such a standard might be finer grained than the used ontology. Either start again with an enhanced foundational basis or construct an according coarse mapping. Such a mapping does not mean to forget such more fine grained standard notions - yet only its aggregation with certain ontological notions. That is not only a matter of lowering the work for ontology construction but sometimes one does not need or has no justification for differentiation between some technical terms. In matters of the ontology these are too near related.
It is to expect that such metadata standards are like taxonomies. At least there has to be a set $T C$ of taxonomical concepts which is partially ordered.
G) Morphisms between Metadata Formalizations

Translations between metadata standards may be tackled when the foundations are established. Since ontological foundations shall be taken into account such morphisms are
not simply between taxonomical standards itself. Yet these are between the relations of the fundamental concepts and metadata standards. These morphisms need to be isotone in the sense that the partial order of concepts with respect to subsumption in the foundational basis has to be kept for mapped pairs.

Such a morphism $M$ can be seen technically as subrelation of the support of $K$ and $T C$. Hereby isotony applies as a basic constraint, yet further may be useful.

The morphism between the standards is effectively constructed by use of the fundamental concepts. If done by hand humans play the role of the fundamental concepts. Thus some explication of this activity is demanded here - a task that is too often underestimated.

Relation to View Facets
The points above correspond in a certain way to the view facets of statistical categories: Topic A) corresponds to the conceptual category view where matters of knowledge structures are addressed in B) - D). F) and G) comprise statistical approaches as well as concrete object properties. That makes them counterparts of statistical categories. Topic E) resembles the data management and administrative category view.

## IV. ON FORMAL PROCESSING

At least there are two possible applications of metadata guided processing:

- Automated checking for incompatibilities between data;
- Interpretation or classification of incompatibilities for the given context.
Automatic processing demands efficiently treatable knowledge representations with semantic capabilities. Some exclusive conditions arise of these requirements. Often such conditions are informally labeled as "good practice". Reflection on such issues should not be underestimated, especially with respect to avoidance and exclusion criteria.

Different composites may involve information which shall be merged somehow. First one has to check if the presupposition of feasibility exists, what involves a (metadata) check for bucket schemes. This has to begin with examinations on the used metadata standards. In case of (partial) translatability from one to another, the generation of new composites for one metadata standard may follow. The resulting composites have again to be checked by usage of metadata but now involving the data buckets. This is necessary because of the translatability with respect to taxonomies does not resolve all questions or problems with respect to data operations. Resulting datasets have to be checked for compatibility with respect to the intended operation(s). Here we are back at the issues of section II.

The detection of differences between different descriptions is a goal itself. Requirements of translatability act as
additional demand for accurate conceptions of metadata descriptions and methodologies. Full conceptions are not used sometimes. Thus nonequivalence need not be a failure, but then subsumption properties need some handling. Information about data quality may be available from such comparisons. Here reliability and efficiency (or lucidity) are two antagonistic yet fundamental issues.

## V. Conclusion and Further Remarks

Processing of statistical information is discussed with regard to composites([2]) and metadata. Basic problems and principles are debated and specified. Especially the main focus lies on the use of metadata for control of composite processing. The importance of mathematical structures for statistical life is indicated through remarks on the formalization of mathematical knowledge. Statisticians or users of statistics will not always feel confident with tools neglecting mathematical knowledge. Thus acquaintance with such tools and representations of mathematics is a subject of future research. Herewith interrelationship between datatypes and mathematical representation determines some choices. Such choices cannot be made without consideration of the ontological specifications. This paper intends to be some starting steps into this field of problems.
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#### Abstract

The traditional auction protocols (aka Dutch, English auctions) that Ebay, Amazon and Yahoo use; although considered success stories [9], have limited negotiation space: The combinatorial auction (CA) and multi-attribute auction (MAA) [10], [17] have been developed to address these shortages but even these do not allow users to negotiate more than one attribute at a time. As an answer to these limitations a new e-auction protocol has been created to enable agents negotiate on many attributes and combinations of goods simultaneously. This paper therefore shows how the automated hybrid auction was created to reduce computational and bid evaluation complexity based on CMOA bidding language and Socia Construction of Technology (SCOT) principles. SCOT states that (i) the 'relevant social group'; (ii) their 'interpretative flexibility"; and "workability"/ functionality of the technology must be considered for the development of system such as e-auction as an alternative to E Bay. SCOT is of the view that technologies emerge out of the process of choice and negotiations between 'relevant social groups' [15], [8], in this case the bidders, auctioneers, sellers and auction house.


This paper represents a collaboration of studies in progress - The Combinatorial Multi-attribute Auction as an online auction as compared to existing e-auction protocols such as Amazon eBay, and application of intelligent software and Agent UML in e-auction.

### 1.0 Introduction

Automated auction is the most commonly used method for buying and selling goods and service. Some examples of automated auctions (aka e-auction) are eBay, Amazon and Yahoo. Currently, many organisations use eauction for selling airport landing and departure slots, sales of railway lines with freight and passenger services and sales of frequency spectrum. The automated auction uses the same set of rules for negotiation and evaluation as the physical auction markets. Unlike the physical auction market, in automated auction the users are connected to the market through the Internet or other electronic means and they need not be physically present therefore we have a virtual market. Again the offers from the bidders are sent to the auctioneer by electronic means and the bids are evaluated using automated algorithms. Auctions are designed such that
they have a set of strict lay down rules, which govern the procurement, negotiation and allocation procedures, this is called auction protocol. Some of the traditional auctions protocol used in e-auction are English, Dutch and sealed bid auctions [6]. According to [1] E-bay, uses the Dutch and sealed bid protocol whiles Amazon uses English auction. Below are the rules that govern some of the traditional auctions:

1. Sealed bid auction is a process that allows bidders to submit only one bid which is kept secret from other bidders. The bids are evaluated and the bidder with the highest price is declared the winner;
2. In Dutch auctions, bidders are allowed to submit secret bids as many times as possible within a specified time. The bidding continues within the duration until the anticipated value is obtained;
3. In the English auctions, a base (aka private) value or attribute (usually price) is announced and the bidders are allowed to give an offer. The various offers are announced and bidders who wish to give a higher offer can do so until the highest bid is achieved. The various bids and offers are made open and the highest bidders get the offer.

The main elements in any auction are the protocols, the users which are the bidders (buyer of the goods or services), auctioneers (the middleman) and the sellers (providers of the services or goods). In physical auctions, the auctioneers are given the evaluation function but in automated system the evaluation algorithms are incorporated into the programmes on the bidding server or auction house server. Again in automated auction, almost all the key elements can be converted into software or intelligent agents therefore there is no need for the physical market. The advantages of having automated auction with in-built bid evaluation mechanism are that it reduces travelling costs, creates a global virtual market, attracts bigger audiences, saves travelling time, improves the bid allocation and distribution. Thus with the increased
computer power and improved Internet security, many auction houses are using automated auction like E-bay.

All this seems successful but have a limited negotiation space and not flexible [9]. This means they can be used to bid for only one item at a time and negotiation carried out on only one attribute price. To address these limitations, advanced auctions namely combinatorial auctions (CA) and multiattribute auction (MAA) were introduced [10] [17] [18][20]. Advanced auctions are market mechanisms that allow auction users to bid and negotiate on combinatorial goods or on multiple attributes (such as price or quantity), that is, on multidimensional parameters. Unlike the traditional auctions, advanced auctions are designed to handle complex negotiations and have the ability to incorporate one or more of the traditional auction protocols. However, even these advanced auctions do not allow users to negotiate on combination of items and more than one attribute at a time. As an answer to these limitations we have introduced a new e-auction protocol that has increased negotiation space and is more flexible compared to CA and MAA. The new auction called Multi-attribute Combinatorial Auction or CMOA in short is a hybrid of the two advanced auctions with an in-built evaluation mechanism. This paper shows how the automated hybrid was created to reduce computational and bid evaluation complexity using CMOA bidding language with CNF and Social construction of Technology (SCOT) principles. The paper is structured as follows; it reviews the limitations of advanced auctions and presents the CMOA framework as the solution. This is followed by a discussion on CMOA and CA protocol such as E-bay, a conclusion is then presented.

### 2.0 Background:

### 2.1 Combinatorial auctions (CA)

In combinatorial auctions (CA) the bidding agents negotiate on a combination of goods. The advantage of this auction is that it allows bidders to negotiate on combinations of items or services, however some of its drawbacks are: The bidders have limited negotiation space and flexibility because they can only negotiate on one attribute, namely, price; secondly, when bidders are allowed to bid for arbitrary combinations of goods, this would lead to computational complexity (i.e. exponential expansion), which is impossible to solve. This is called the Combinatorial Auction Problem (CAP); thirdly, is the problem of how
to allocate the bid or determine the winner in order to maximise the auctioneer's revenue or utility function and at the same time satisfy the individual participants [10]. This is called winner determination or Bid Allocation Problem. Fourthly is the issue of how to express the bid and communicate it to all participants in order to avoid ambiguity;

A lot of research work has been conducted on the above complexity issues, particularly on bid representation, bid allocation and communication complexity [6]. The two main research directions are led by [10][6]. Sandhold [10] proposed an algorithm for determining the optimal winner which is based on Integer Programming (IP). However attractive such approach maybe, it is complex, difficult and computationally inflexible. [6], on the other hand, suggested a winner determination model based on Linear Programming (LP), which in turn has limitations, particularly when prices (i.e. attributes) are not attached to individual combinatorial bids. Again another proposed solution is the introduction of bidding languages to address the problem of avoiding bid ambiguity and representation. Compared with MAA, the bidding languages for CA are fairly well developed and there are three different types of languages: $\mathrm{L}_{\mathrm{B}}, \mathrm{L}_{\mathrm{G}}$ and $\mathrm{L}_{\mathrm{GB}}$. Recently another new CA bidding language has been proposed by [18][19]. Although these bidding languages enable user to express their preferences they have not been incorporated into the bid evaluation mechanism. Thus there is no seamless transition from bid representation to bid evaluation and allocation.

### 2.2. Multi-attribute auction (MAA)

Multi-attribute auction (MAA) is another type of advanced auction protocol aka multiobjective auction. In this auction the bidders negotiate on multiple attributes such as price and quality simultaneously, which gives the bidding agents more negotiation flexibility. However MAA has the some limitations: The main problem is bid representation, which involves preparing a bid format that accurately represents and matches the seller's requirements. It must also express the bidder's preferences so as to maximise the agent's utility [16]. Another limitation is how to develop a system for evaluating the various different attributes and determine the winner [17]; lastly, unlike in CA, bidders can negotiate only on one item at a time; this limits the bidder's choice and negotiation space. Again, a new bidding language has also been
proposed for MAA by [17] but this is yet to be fully developed.

The CMOA framework addresses all the issues discussed above except the communication complexity. Communication complexity means during an auction the amount of information that must be transferred between the participants can grow exponentially and therefore it would be difficult to send it over a communication channel [6][19]. This is an auction and distributed computing problem that involves the handling and transfer of the large volume of information generated during an auction. The transfer of large information across the computer networks between the bidders and auctioneers during the negotiation stage must be addressed.

### 2.3 CMOA

In the real physical market, Combinatorial Multi-Objective Auction (CMOA) is the negotiation process that most people would apply when buying or selling items in the market. In an automated configuration, this will attract more participants (i.e. audience) who are located globally and they do not need to be physically present for the auction (i.e. creating a virtual market). It is less expressive than the physical room-based auctions because the participants only have to connect to the virtual market through the Internet. Again we can use software agents to enhance the negotiation process. Considering these advantages and the limitations of advanced auction, we proposed a new type of automated CMOA auction protocol that has the following benefits:

1. This new auction will have a larger negotiation space than CA or MAA. The negotiation space of CMOA is such that bidders can hold detailed discussions on combinations of goods as well as on all the conditions and attributes which are related to the goods in the bid. Therefore the negotiations will not be based only on price as in CA but also on non- price attributes (i.e. warranty or quantities) as well as on combinations of goods;
2. The CMOA framework will reduce the computational complexity of bid evaluation and bid allocation. This was achieved by developing a new bidding language that reduces the number of steps required to evaluate the accepted offer. It reduces the number of bid allocation steps by converting the different attributes in each bid into a common utility value that forms the bases for bid evaluation. This
algorithm is different from the existing multi-attribute bid evaluation algorithms, where the evaluator must go through the scoring function for each attribute before allocating the bid. This improves the efficiency of bid evaluation and bid allocation because there would be fewer steps. It also leads to improved negotiation time, number of iterations, execution time, and negotiation space;
3. This auction will assist both sellers and bidders to freely and fully express their preferences without limitations. In the proposed framework, the seller and auctioneer can express all their preferences before the auction starts, in a Request To Bid document (RTB). This is not possible in CA or MAA auctions;
4. In the CMOA automated auction, the participating agents can negotiate as in a real-world market. This means that the seller and bidding agents can negotiate on a combination of items and on different attributes at the same time. This is not possible in CA and MAA auctions;

The CMOA framework can be used to determine the combination of components or items that will maximise the utility function of the system and improve its output. Secondly, it can be used to determine the component that has the optimal utility value in any combinatorial system. Again, CMOA will assist developers to design and implement multipurpose auction platforms, which can handle the traditional auctions ranging from Dutch and English auction protocols to sealedbid and at the same time be used for advanced auction protocols. In addition to the above the most appealing characteristic is that the CMOA framework can be used in other fields.

### 2.4 CMOA framework

The operation of the CMOA framework In the CMOA auction protocol, the Request To Bid (RTB) documents are sent to the bidding agents. The format of the RTB is based on the CMOA bidding language, in which the bidding agents fill in the value of each attribute of the item in the combinatorial auction and use the correct logical connectives for the bids in the auction. The logical connectives refer to the type of combination of goods that can be used in the auction and these are complementary goods (aka $A N D$ ), substitutable goods (aka $O R$ ) and high value goods (aka $X O R$ ). The quotation sent by each bidder must have attached to each item in the combination a specific set of attribute values. For example some of the attribute values can be price $(P)$,
delivery days $(D)$, speed $(S)$ or quantities $(Q)$. On receiving the quotations (i.e. bids), the CMOA framework performs the following operations:

1. Express the RTB in logical format using logical connectives (i.e. use the proposed bidding language)
2. Converts the various attributes into a common utility unit ( $U$ ) using weights and multi-attribute utility theory (MUAT);
3. The combinatorial goods in the logical statements must be attached to the overall utility value $U$ using the equivalent logical connector;
4. The framework then converts the logical expressions into Conjunctive Normal Form (CNF);
5. The resulting CNF expression is transformed into a set of inequalities, aka constraints matrix table;
6. When determining the item that has the optimal value, the sum of the utility unit of each item becomes the coefficient of the utility function of the good;
7. The optimal item is determined by using objective function and constraints matrix table;
8. To determine the winner, all accepted bids are given 1 and the bids which are not accepted are given 0 (zero) then the bid allocation is calculated using a bid evaluation mechanism based on Linear Programming (LP) techniques.

The framework was developed using $C$ programming language running on the MATLAB optimisation toolbox; however any language and LP system can be used.

## 3. 1 Discussion

We compared the CMOA with the e-bay auction protocol using the following assumptions: Firstly, that the traditional protocols namely Dutch, sealed-bid or English auction used by E-bay can be incorporated and applied in advanced auction. This means we can bid for a combination of goods on E-bay using CA protocol which incorporates either Dutch or English protocol. Secondly the evaluation algorithm used for both CA and CMOA would have a utility units that is summed in a linear manner because the goods complement each other.

Based on these assumptions we analysed a situation where a medical informatics
company wants to upgrade their computing system by incorporating wireless and Internet facilities. They have decided to buy computers with Pentium 4 Intel processors operating at 4 GHz and have hard drives of 40 GB . The computers must be supplied with matching all in one printer, copier and scanner: The printing speed for (Black/White) must be 25 ppm and speed of colour is 10 ppm . These combinations of equipment must be supplied with corresponding $4 \mathrm{Mb} /$ s broadband facilities that connects to the Internet and use wireless devices. The bidders are required to bid the three complementary equipments as a turnkey package. The combinatorial items in each offer namely $G_{l}, G_{2}, G_{3}$ are evaluated using an evaluation function that is based on price $P_{i}$, and speed $S_{i}$. For evaluation, the weight on price is 30 and speed is 20 .

The CA and CMOA bidding processes were based on sealed - bid protocol and three quotations we received from three bidders. The framework works as follows: For step 1, the RTB are sent to the bidders in the CMOA bidding language format. CMOA language (aka $\mathrm{L}_{\text {CMOA }}$ ) is a mathematical format that uses logical connectives, brackets and comas to describe the relationship between goods or services and their attributes in a bid. Logical connectives such as $A N D, O R$ and $X O R$ are used to formalise logical reasoning however in CMOA each of these logical connectives has its syntax and semantics In $L_{\text {CMOA }}$, the bid expression uses the logical connective (AND) ^ , to indicate complementary goods, $(O R) \vee$ for substitutable goods, and XOR for highly valued goods. This paper will focus on complementary goods and below is a CMOA expression for the three complementary equipments required in the above scenario.

$$
\begin{equation*}
B_{1}:\left[\left(G_{1} \wedge G_{2} \wedge G_{3}\right), P_{1}, S_{1}, P_{2}, S_{2,} P_{3}, S_{3}\right] \tag{3.1}
\end{equation*}
$$

A CA auction has one attribute ( $P$ or $S$ ), therefore it can be expressed as follows:

$$
\begin{equation*}
\left[\left(G_{1} \wedge G_{2} \wedge G_{3}\right), P_{1}, P_{2}, P_{3}\right] \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
\left[\left(G_{1} \wedge G_{2} \wedge G_{3}\right), S_{1}, S_{2}, S_{3}\right] \tag{3.3}
\end{equation*}
$$

For MAA auctions where only one item $G_{l}$ is to be auctioned but has many attributes, the expression will be written as

$$
\begin{equation*}
\left[\left(G_{l}\right), P_{l}, S_{l}\right] \tag{3.4}
\end{equation*}
$$

The CMOA expression has multiple attributes therefore it must be converted into common virtual currency called utility unit. To obtain the common virtual currency, we applied the multiple attribute utility theory (MAUT) to convert all the attributes in the formulae into utility units. As explained in the assumption in complementary goods auction each item matches the other therefore the utility unit of the items are added in linear manner.

To map the attributes in the formulae to utility units, the MAUT principle states that each attribute must be given a weight that corresponds to the auctioneer's preference. In this analysis the weight on each bidder $x_{i}$ attribute is represented as $w_{i}$ and relationship between the value of the attribute quoted and the estimated value (auctioneer's value) as $f(s))$. Thus the weight $w_{i}$ on the $x_{i}$ attribute would be subsumed as linear function $s$ (i.e. $f(s)$ ), which is the relation between the estimated (private) valve and value quoted. This principle of converting the attributes to utility unit is summarised as $U=\operatorname{sum}\left[w_{i}\right.$ $\left.f\left(s_{i}\right)\right]$. When applied to the scenario, the utility unit for item 1 from bidder 1 becomes:
$U g_{l}=\sum\left(w_{p} f\left(s p_{l}\right)+w_{d} f\left(s d_{l}\right)+w_{q} f\left(s q_{l}\right)\right)(3.5)$
Therefore the concept can be summarised in the following equation.

$$
\begin{equation*}
B_{1}:\left[\left(G_{1} \wedge G_{2} \wedge G_{3}\right) U g_{1}, U g_{2}, U g_{3}\right] \tag{3.6}
\end{equation*}
$$

The sum of the utility unit of each item then becomes the total utility unit offered by each bidder; therefore for bidder 1 we have $U g_{1}+$ $U g_{2}+U g_{3}$ equal to $U_{1}$. To determine the winner in the auction we used Linear programming techniques as indicated in steps 7 and 8 of the framework. In step 7 the objective function is formulated using the sum of the individual unit of each bidder to optimise the bid. The objective function to be optimized will be $U_{1} X_{1}+U_{2} X_{2}+U_{3} X_{3}$ from the generic linear program expression
$Z=\sum_{i}^{n}\left(U_{1} X_{1}+U_{2} X_{2}+\ldots+U_{n} X_{n}\right)$
In step 8 , we define the constraint matrix to be used to evaluate the bids. In this approach, each bidder is represented as $X_{i}$ and the quotations from each bidder is converted into the utility unit and represented as $U_{i}$ To
formulate the constraints for solving the bid allocation problem, a matrix table Table 3.1 is formed. The constraint matrix is made up of rows representing the items the bidder offered. All accepted items are marked 1 while the items the bidder did not quote for are marked zero. Finally the objective function and constraints matrix obtained are used to determine the bidders whose offer maximises the auctioneer's utility function. We used the LP in the MATLAB optimization toolbox to determine the winner.
Applying the framework to the scenario, we first evaluated the offers from each bidder's quotation to determine the overall utility unit for the bidder's bid. The attributes used in the experiments were price and speed of the computers and Internet facilities. The estimated price $\left(P_{01}\right)$ for item1, $G_{l}$, is $£ 30,000$ and the speed for item1 $G_{I},\left(S_{0 I}\right)$ is 10 GHz .. The estimated price $P_{02}$ for item $2\left(G_{2}\right)$ is $£$ 40,000 and the speed $S_{02}$ is $10 \mathrm{Mb} / \mathrm{s}$. The weight on price is 30 and that of the speed is 20. For easy of calculation the values $£ 10,000$ and $£ 8,000$ were made $£ 10$ and $£ 8$ respectively.
Quotation from Bidder 1 is as follows:
$U_{1 l}$ is utility unit for good 1: the quotation is $P g_{1}=£ 10$ and speed $S g_{I}$ of 4 GHz
$U_{12}$ is utility unit for good 2: the quotation is $P g_{2}=£ 8$ and speed $S g_{2}$ of $2 \mathrm{Mb} / \mathrm{s}$ Calculation of the overall utility unit, $U_{l}$, for Bidder 1 is as follows:
The utility unit $U_{11}$ for good1 is $\sum\left(w_{p} x P_{1} / P_{0}\right.$ $\left.+w_{s} x S_{l} / S_{0}\right)=(30 \times 10 / 30+20.4 / 10)=18$; Then for good 2 the price, $P g_{2}=£ 8$ and the speed, $S g_{2}$ is $2 \mathrm{Mb} / \mathrm{s}$. The utility unit for good $2 U_{12}$ is $\left(w_{p} \times P_{2} / P_{0}+w_{d} \times S_{2} / S_{0}\right)=(30 \mathrm{x}$ $8 / 40+20 \times 2 / 10)=10$. Therefore the overall utility unit for bidder 1 is $U_{l}=U_{11}+$ $U_{12}=18+10=28$.
Similarly, the utility units of all the three bidders were calculated and the results are $X_{1}=$ $28, X_{2}=18$ and $X_{3}=20$. Again applying step 8 , the accepted items were marked 1 and none accepted item given 0 . The result is depicted in Table 3.1.

Table 3.1: Showing that not all the items were quoted for by the bidders

| Bidder | Bidder1 | Bidder2 | Bidder3 |
| :---: | :---: | :---: | :---: |
| Items | $X_{1}$ | $X_{2}$ | $X_{3}$ |
| $G_{1}$ | 0 | 1 | 1 |
| $G_{2}$ | 1 | 0 | 0 |
| $G_{3}$ | 0 | 1 | 1 |

The winner determination problem is then rewritten using the calculated utility units, LP expression (3.7) and Table 3.1 as follows: Optimize the objective function $28 X_{1}+18 X_{2}$ $+20 X_{3}$ subject to the constraint matrix in Table 3.1. The bid allocation problem was solved using MATLAB to find the optimal valuation and the maximum utility value in the auction. The optimal integer results obtained were $X_{1}=1$ and $X_{3}=1$ whiles $X_{2}=0$. Therefore the winners were $X_{I}$ with utility unit of 28 and $X_{3}$ was 20. This is because both $X_{2}$ and $X_{3}$ quoted the same items whereas $X_{I}$ quoted for only one.

### 3.2 Evaluation

In this paper we first analysed the computational space complexity, which is the amount of space required to evaluate the bids and determine the winner. For this analysis we used mathematical operations that involve converting the logical bid expression into CNF and then using Kaman's transformation table [12] calculate the set of constraints. We used the expression 3.1 for CMOA and 3.2 for CA. Our investigation revealed that the number of CNF calculated is equal to the set of inequalities. The number of inequalities calculated from the mathematical operations was plotted against the number of goods in the combinatorial bid expressions. The figure 3.1 depicts that the space required for CMOA is two times lower than the space required for CA. In complementary CMOA auctions, it was observed that as the number of goods in the auction increases, the number of constraints generated also increases in a polynomial function. The function is $y=x+$ 1 , which means the constraints $(y)$ increases by one more than the number of $\operatorname{goods}(x)$ see figure 3.1.

In CA complementary auction, the constraints (y) generated increases 2 times faster than the number of goods in the combinational bid with function $y=2 x$ see figure 3.2. In practice, this means the number of constraints required to solve the CA optimization problem increases sharply and thus affect the required computational space. Thus the increase in the number of constraints will create more space complexity problems in CA than in CMOA.


Figure 3. 1: shows the comparison between the constraints generated for CA and CMOA auctions using complementary goods (AND).
Secondly, we used the LP optimization package in MATLAB to analyse the stability of the results from the winner determination mechanism in section 3.1. The stability analysis was conducted using sensitivity test, which involved changing the utility unit of the next lowest bidder till it is equal to the winner's value. A series of experiments were conducted and the result of the sensitivity analysis is depicted in Figure 3.2. It was observed that the upper boundary at point 4 moved downwards till it reached the same value as the highest utility unit, which remained at 0 throughout the experiment. This means the original winner remained the highest bidder throughout the incremental raise till the values of the two bidders became the same. It was observed that the upper boundary


Figure 3.2: Winner determination sensitivity analysis using complementary goods auction
moved downward till the utility units of both bidders were the same. The original winner determined by the framework remained stable till the next bidder had the same utility value as the first thus the protocol is robust and stable.

### 3.3 Technological changes and social perspective

We were motivated by Richard Susskind analysis of how group of people who resist change act towards ICT. He used legal industry as the case study and indicated that there must be a link between the legal practitioners, consumers and technological change [14]. In his paper "Transforming the Law", he systemises his hypothesis by introducing "the Grid" which is made of four quadrants. The Grid focuses on how the legal ICT designer should look at and do, what the clients want how the clients and consumers are using the technology, how it affects the traditional role of lawyer (medics) and how competitors are using the technology [14].
Using the Internet as example he suggested "Disintermediation" and "re - intermediation". This is a process where due to technological changes customers have little choice but to use the state of the art such as WWW. Therefore all professions must be proactive and "work under the same virtual roof" as client. Thus all customers are been complied by E-bay, Amazon etc to do business over the Internet. Figure 3.3 depicts how the application of modern computer technologies such as intelligent agents, Agile and Agent UML has influenced software development and lead to the rapid growth from the first to the fourth quadrant.


Figure 3.3: Stages of Growth Linking Knowledge Management and Legal Web Advice [20].
Again, other works on technology change and society theories are Technological Determinism (TD) and the Social Shaping of technology (SST) approach. Under SST are theories like the Social construction of technology (SCOT), actor-network theory and systems approach among other. In this paper, our focus is on how SCOT can be used as an analytical framework to look at how automated auction systems can be adopted to users' actual needs.

### 3.4 SCOT as an analysis framework for automated auction systems

The SCOT principles include: (i) the 'relevant social group', (ii) their 'interpretative flexibility", (iii) functionality of the technology and (iv) closure of technology. 'Relevant social group': The SCOT analysis is based on the SCOT theory, which is of the view that technological changes emerge out of the process of choice and negotiations between 'relevant social groups' [15],[8], in this case the bidders, auctioneers, sellers and auction house. These social groups then interpret the technology is different ways thus attributing it different functionalities.
The 'Interpretative flexibility' of a technology, is the way in which different social groups involved with a technology understand the technology. The e-auction systems may have been originally developed to benefit the auction house more and so the number of attributes that a good had did not matter. As more users come on board they desired a system that had multiple attributes and allowed several functionalities at the same time. Based on this user driven demand for change therefore, the CMOA has been able to move the e-auction protocol two steps further,
(i) the protocol enables the determination of combinations of components and items that maximise the utility function of the system and improves output and (ii) can be used to determine the component that has the optimal utility value in any combinatorial system. This however enables CMOA automated auction protocols reach 'closure'.
'Closure' deals with the stage in the life of an artefact when it is considered to be 'working'. SCOT considers an artefact as 'working'/functional only if it meets the needs for which it is required by a specific social group[2].

A critical aspect that was ignored in the development of e-auction system (i.e. eBay) is the fact that technology is a social construct and as such the same technology would mean different things to different social groups. In this analysis an automated auction system has been looked at as a social product, object or processes, which took on several meanings when experienced in everyday life by different users. A number of users would like to be able to bid for more than one item at a time and also negotiate on price simultaneously but this is restricted. A re-evaluation of this system has resulted into an alternative that according
to its architect (Aloysius Edoh) is a protocol that not only increases negotiation space but also allows for flexibility in terms of price and quantity.

### 4.0 Conclusion

We have explained that E-bay like other eauction systems use the traditional Dutch and English auctions protocol for their operations. It has been established that these can be upgraded to advanced auctions particularly CA, however these will still have limited negotiation space and flexibility. Our mathematical analysis revealed that for evaluating complementary auction, the computational space required for CA is two times higher than CMOA. This means when e-bay enhanced their auction protocol with CA instead of CMOA they will required more computational space for evaluation.
Our investigation also shows that CMOA is stable protocol as indicated in the graph. It is therefore subsumed that CMOA can be used for E-bay without any complication, however, further work is required if the number of items in the combinatorial is increased arbitrary. SCOT, as a social shaping theory, although criticised for attacking technology and trying to pull society back into to a 'mythical natural state' [13], actually offers a useful analytical framework for studying the impact of implementation of technology on society and its environment.
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#### Abstract

There were great expectations in the 1980s in connection with the practical applications of mathematical processes which were built mainly upon fractal dimension mathematical basis. Results were achieved in the first times in several fields: examination of material structure, simulation of chaotic phenomena (earthquake, tornado), modelling real processes with the help of information technology equipment, the definition of length of rivers or riverbanks. Significant results were achieved in practical applications later in the fields of information technology, certain image processing areas, data compression, and computer classification. In the present publication the so far well known algorithms calculating fractal dimension in a simple way will be introduced as well as the new mathematical concept named by the author 'spectral fractal dimension' [8], the algorithm derived from this concept and the possibilities of their practical usage.


## I. Introduction

In the IT-aimed research-developments of present days there are more and more processes that derive from fractals, programs containing fractal based algorithms as well as their practical results. Our topic is the introduction of ways of application of fractal dimension, together with the mathematical extension of fractal dimension, the description of a new algorithm based on the mathematical concept, and the introduction of its practical applications.

## II. The fractal dimension

Fractal dimension is a mathematical concept which belongs to fractional dimensions. Among the first mathematical $(X, d)$ be a complete metric space. Let $A \in H(X)$. Let
$N(\varepsilon)$ denote the minimum number of balls of radius $\varepsilon$ needed to cover $A$. If

$$
\begin{equation*}
F D=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left\{\operatorname{Sup}\left\{\frac{\operatorname{Ln} N(\bar{\varepsilon})}{\operatorname{Ln}(1 / \bar{\varepsilon})}: \bar{\varepsilon} \in(0, \varepsilon)\right\}\right\} \tag{1}
\end{equation*}
$$

exists, then $F D$ is called the fractal dimension of $A$.
The general measurable definition of fractal dimension (FD) is as follows:

$$
\begin{equation*}
F D=\frac{\log \frac{L_{2}}{L_{1}}}{\log \frac{S_{1}}{S_{2}}} \tag{2}
\end{equation*}
$$

where $L_{1}$ and $L_{2}$ are the measured length on the curve, $S_{1}$ and $\mathrm{S}_{2}$ are the size of the used scales (that is, resolution). There have been several methods developed that are suitable for computing fractal dimension as well. [8], [18], (see Table 1).

TABLE 1
METHODS OF COMPUTING FRACTAL DIMENSIONS

| Methods | Main facts |
| :---: | :---: |
| Least Squares | Theoretical |
| Approximation | practical to length |
| Walking-Divider | most popular |
| Box Counting | Tor a one dimensional signals |
| Prism Counting | To classify different types images |
| Epsilon-Blanket |  |
| Perimeter-Area |  |
| relationship | similar box counting |
| Fractional Brownian |  |
| Motion | digital fractal signals |
| Power Spectrum | calculate the fractal dimension of 2D using |
| Hybrid Methods methods |  |

## III. Measuring fractal dimension

Fractal dimension, which can be the characteristic measurement of mainly the structure of an object in a digital image [19], [16], [4], [1], can be computed applying the Box counting as follows:

1. Segmentation of image
2. Halving the image along vertical and horizontal symmetry axis
3. Examination of valuable pixels in the box
4. Saving the number of boxes with valuable pixels
5. Repeat 2-4 until shorter side is only 1 pixel

To compute dimension, the general definition can be applied to the measured data like a function (number of valuable pixels in proportion to the total number of boxes).

## IV. Spectral fractal dimension

Nearly all of the methods in Table 1 measure structure. Neither the methods in Table 1 nor the definition and process described above gives (enough) information on the (fractal) characteristics of colours, or shades of colours. Fig. 1 bellow gives an example.


Fig. 1 The fractal dimension measured with the help of the Box counting of the two images is the same $(\mathrm{FD}=1.99)$, although the two images are different in

Measuring with the help of the Box counting the image on the right and the one on the left have the same fractal dimension $(\mathrm{FD}=1.99)$ although the one on the left is a black and white (8 bit) image whereas the other one on the right is a 24 -bit coloured image containing shades as well - the original images can be found at www.georgikon.hu/digkep/sfd/index.htm, [20] -, so there is obviously a significant difference in the information they contain. How could the difference between the two images be proven using measurement on the digital images?

Let spectral fractal dimension (SFD) be:

$$
\begin{equation*}
S F D=\frac{\log \frac{L_{S 2}}{L_{S 1}}}{\log \frac{S_{S 1}}{S_{S 2}}} \tag{3}
\end{equation*}
$$

where $\mathrm{L}_{\mathrm{S} 1}$ and $\mathrm{L}_{\mathrm{S} 2}$ are measured spectral length on N dimension colour space, $\mathrm{S}_{\mathrm{S} 1}$ and $\mathrm{S}_{\mathrm{S} 2}$ are spectral metrics (spectral resolution of the image).
In practice, $N=\{1,3,4,6,32,60,79,126\}$, where

- $\mathrm{N}=1$ black and white or greyscale image,
- N=3 RGB, YCC, HSB, IHS colour space image,
- $\mathrm{N}=4$ traditional colour printer CMYK space image
- $\mathrm{N}=6$ photo printer $\mathrm{CC}_{\mathrm{p}} \mathrm{MM}_{\mathrm{p}} \mathrm{YK}$ space image or Landsat TM, Landsat ETM satellite images
- N=32 DAIS7915 VIS_NIR or DAIS7915 SWIP-2 sensors
- $\mathrm{N}=60$ COIS VNIR sensor
- $\mathrm{N}=79$ DAIS7915 all
- $\mathrm{N}=126$ HyMap sensor

In practice the measure of spectral resolution can be equalled with the information theory concept of $\left\{\mathrm{S}_{\mathrm{i}}=1, \ldots, \mathrm{~S}_{\mathrm{i}}=16\right.$, where $\mathrm{i}=1$ or $\mathrm{i}=2\}$ bits.

Typical spectral resolution:

- Threshold image -1 bit
- Greyscale image - 2-16 bits
- Colour image - 8-16 bits/bands

On this basis, spectral computing is as follows:

1. Identify which colour space the digital image is
2. Establish spectral histogram in the above space
3. Half the image as spectral axis
4. Examine valuable pixels in the given N -dimension space part ( N -dimension spectral box)
5. Save the number of the spectral boxes that contain valuable pixels
6. Repeat steps 3-5 until one (the shortest) spectral side is only one (bit).

In order to compute dimension (more than two image layers or bands and equal to spectral resolution), the definition of spectral fractal dimension can be applied to the measured data like a function (number of valuable spectral boxes in proportion to the whole number of boxes), computing with simple mathematical average as follows:

$$
\begin{equation*}
S F D_{\text {measured }}=\frac{n \times \sum_{j=1}^{S-1} \frac{\log \left(B M_{j}\right)}{\log \left(B T_{j}\right)}}{S-1} \tag{5}
\end{equation*}
$$

where

- n - number of image layers or bands
- S - spectral resolution of the layer, in bits - see Eq. 4
- $\mathrm{BM}_{\mathrm{j}}$ - number of spectral boxes containing valuable pixels in case of j -bits
- $B T_{j}$ - total number of possible spectral boxes in case of $j$-bits The number of possible spectral boxes $\left(B T_{j}\right)$ in case of j -bits as follows:

$$
\begin{equation*}
B T_{j}=\left(2^{S}\right)^{n} \tag{6}
\end{equation*}
$$

With Eqs. (5) and (6) the general measurable definition of spectral fractal dimension is as follows, if the spectral resolution is equal to all bands (SFD Equal Spectral Resolution $\mathrm{SFD}_{\mathrm{ESR}}$ ):

$$
\begin{equation*}
S F D_{E S R}=\frac{n \times \sum_{j=1}^{S-1} \frac{\log \left(B M_{j}\right)}{\log \left(\left(2^{S}\right)^{n}\right)}}{S-1} \tag{7}
\end{equation*}
$$

If the spectral resolution is different in bands/layers, the general measurable definition of spectral fractal dimension (SFD Different Spectral Resolution $-\mathrm{SFD}_{\mathrm{DSR}}$ ) is as follows:

$$
\begin{equation*}
S F D_{D S R}=\frac{n \times \sum_{j=1}^{\left(\min \left(S_{j}\right)\right)-1} \frac{\log \left(B M_{j}\right)}{\log \left(2^{\left(\sum_{k=1}^{n} S_{k}\right)}\right)}}{\left(\min \left(S_{i}\right)\right)-1} \tag{8}
\end{equation*}
$$

where,

- $\mathrm{S}_{\mathrm{i}}$ - spectral resolution of the layer i , in bits

During computing:

1. Establish the logarithm of the ratio of $\mathrm{BM} / \mathrm{BT}$ to each spectral halving
2. Multiply the gained values with $n$ (number of image layers or bands)
3. Find the mathematical average of the previously gained values
On this basis, the measured SFD of the two images introduced in figure 1 show an unambiguous difference $\left(\mathrm{SFD}_{\text {left }}\right.$ side ${ }_{\text {image }}=1.21, \mathrm{SFD}_{\text {right side image }}=2.49$ ).

## V Practical Application of the Algorithm

A computer program that measures SFD parameter has been developed in order to apply the algorithm above. The measuring program built on this method has been developed in two environments (MS .NET, $\mathrm{C}++$ ). According to the measurements so far it can be stated that there is no significant difference between the computing times of the algorithm running in either environment (in case of $\mathrm{P} 4,2,6 \mathrm{GHz}, 512 \mathrm{MB}$ RAM it is nearly around half a minute in both cases a 3 Mpixels image). This means that the algorithm can be applied well in object oriented programming environments as well.

Practical testing has been completed using images where the expected (theoretical) measurement results are unambiguous see Table 2.

TABLE 2
SFD MEASUREMENT RESULTS OF TEST IMAGES

| Type of images | Theoretical <br> SFD | Measured <br> SFD |
| :--- | :---: | :---: |
| 3 image bands, intensity of every pixel is zero <br> - black coloured 3-bands image | 0 | 0 |
| 3 image bands, intensity of every pixel is 255 <br> - white-coloured 3 bands image | 0 | 0 |
| 3 image bands, intensity of every pixel is the <br> same, different from zero and 255 - one <br> colour 3-bands image) | 0 | 0 |

The SFD results measured by the program are invariant for identical scale pixels with different geometric positions in case the number of certain scales is the same and shade of colour is constant.


Fig. 2 Qualification of potato by SFD

Successful practical application of SFD at present [4], [5], [6], [7], [8], [9]:

- Measurement of spectral characteristics of satellite images
- Psychovisual examination of image compressing methods
- Qualification of potato seeds /see Fig. 2/ and chips ${ }^{1}$
- Temporal examination of damage of plant parts
- Classification of natural objects /see Fig. 3/
- Resistance of potato by multispectral and multitemporal images [10], [14], /see Fig. 4/
- Virtual Reality based 3D terrain simulation


Fig. 3 SFD based classification of potato seeds by visual images


Fig. 4 Resistance of potato by multispectral (visual - 3 layers, infra - 1 layer and thermal - 1 layer) and multitemporal (1-8 days) images

[^16]
## VI Conclusion

When examining digital images where scales can be of great importance (image compressing, psychovisual examinations, printing, chromatic examinations etc.) SFD is suggested to be taken among the so far usual (eg. sign/noise, intensity, size, resolution) types of parameters (eg. compression, general characterization of images). Useful information on structure as well as shades can be obtained applying the two parameters together [8], /see Fig. 5/.

/Mandelbrot set: Re: -0,74745 ... -0,74637, Im: $0,10671 \ldots 0,10779$ /

Several basic image data (aerial and space photographs) consisting of more than three bands are being used in practice. There are hardly any accepted parameters to characterize them together. I think SFD can perfectly be used to characterize (multi-, hyper spectral) images that consist of more than three bands /see Fig. 6/.
On the basis of present and previous measurements it can be stated that SFD and FD are significant parameters in the classification of digital images as well.

SFD can be an important and digitally easily measurable parameter of natural processes and spatial structures besides the structural parameters used so far. These measurements are being carried out at present already - using the above method applicable in practice - and are to be accessed by anyone [20].


## $27 \pm 7)^{2} 7 \pm 7$

Fig. 6 SFD of Landsat TM images

The applied method has proven that with certain generalization of the Box method fractal dimension based measurements choosing appropriate measures- give practically applicable results in case of optional number of dimension.
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Abstract- When a desired signal is encompassed by a noisy environment, active noise cancellation may be implemented to remove the background noise. The presented algorithm is based on the standard Least Mean Squares (LMS) algorithm developed by Bernard Widrow. Modifications to the LMS algorithm were made in order to optimize its performance in extracting a desired speech signal from a noisy environment. The system consists of two adaptive systems running in parallel, with one having a much higher convergence rate to provide rapid adaptation in a nonstationary environment. However, the output of the higher converging system results in distorted speech. Therefore, the second system, which runs at a lower convergence rate but regularly has its coefficients updated by the first system, provides the actual output of the desired signal. All of the algorithm development and simulation were initially performed in Matlab, and were then implemented on TMS320C6416 Digital Signal Processor (DSP) evaluation board to produce a real-time, noisereduced speech signal.
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## I. INTRODUCTION

Bernard Widrow has defined an adaptive system as a system whose structure is alterable or adjustable in such a way that its behaviour or performance (according to some desired criterion) improves through contact with its environment [1].

The most suitable system for our application is the interference canceling adaptive concept. The system can be represented in block diagram in figure 1.

Here the desired signal, $s$, is corrupted by additive noise, $n$, and a distorted but correlated version of the noise, $n$ ', is also available.


Figure 1: General Interference Cancelling Adaptive System

The goal of the adaptive system is to produce an output $y$, that resembles $n$ as closely as possible, in order for the overall output of the system, $e$, to resemble $s$. It can be mathematically shown that the optimal filter settings occur when the mean square value, or signal power, of the system output is minimized.
The adaptive filter is simply an adaptive linear combiner (also known as non-recursive adaptive filter), whose weights are time-varying. Much of the design process involves determining a method for the adaptive filter to reach the optimum set of weights accurately and as fast as possible. It will be shown that there is a tradeoff between speed and accuracy in terms of the quality of the output signal. The algorithm used for descending towards the optimum weight vector, is Bernard Widrow's LMS method [1], where:

$$
\begin{equation*}
\mathbf{W}_{k+1}=\mathbf{W}_{k}+2 \mu e_{k} \mathbf{X}_{k} . \tag{1}
\end{equation*}
$$

$\mathbf{W}_{k+1}$ is the next weight vector, $\mathbf{W}_{k}$ is the current weight vector, $\mu$ is the convergence factor, $e_{k}$, is the output error of the system, and $\mathbf{X}_{k}$ is the correlated reference noise input to the adaptive filter. This formula allows for easy computation and efficient gradient estimation [1].

## II. Effect of Convergence Factor in a Basic ADAPTIVE LMS SYSTEM

Results from a basic adaptive noise cancellation system, which was first implemented in Matlab, was analyzed. In preliminary tests, the effect of changing the convergence factor $\mu$ was investigated.
Five second WAVE files with sampling rate 44.1 kHz (220501 samples) were used. A suitable periodic noise was used for the background noise. A voice signal was used for the desired signal. Waveforms of the input signal plus noise and the overall system output were compared. The order of the system was kept constant for each run. A relatively small value of $\mu$ was first used $(\mu=0.01)$. The following results were generated using this value. The large peaks represent the desired signal, while smaller peaks are created by the background noise. Figures 2 displays the desired signal mixed with noise and figure 3 shows the output of the simple LMS algorithm. These graphs are generated using MATLAB.


Figure 2: Desired Signal Plus Noise


Figure 3: System Output (After Processing) $\mu=0.01$
The above waveforms show that noise was indeed attenuated. It took quite some time for the adaptive filter to reach its optimum weights, due to the low value of $\mu$. However, the quality of the desired signal was essentially retained, indicating that the optimum weight vector was accurately reached (i.e. $n_{0}$ very close to $y$ ). Because of the small value of $\mu$, the optimum weights were reached in a relatively non-oscillatory fashion, which resulted in a good sounding desired signal. But once again, the process was slow, and much of the background noise was heard at the output at the beginning of the run.

Significant noise attenuation was apparent almost instantly, when using $\mu=0.5$ (figure 4). However, the desired signal was obviously distorted. The speed at which the filter approaches the optimum weight vector is much faster than the previous example. Once this happens, however, the large value of $\mu$ causes the system weights to fluctuate dramatically about the optimal point of the system's performance surface. Unlike the previous example, the optimal weights are not accurately reached, resulting in an adaptive filter output which causes distortion to the overall system output (i.e. $y$ does not stay very close to $n_{0}$ ). The large fluctuation in weights actually causes the desired signal to exhibit a time-varying characteristic.
It is evident from these preliminary simulation results, that the basic LMS system has difficulty in accomplishing noise cancellation effectively. Noise cancellation can be done quickly with a high convergence factor, but at the expense of


Figure 4: System Output (After Processing) $\mu=0.5$
poor quality of the desired signal. Reducing the convergence factor produces an almost perfect desired signal at the output, but the system requires a relatively longer period of time to achieve this. This suggests that a system with a variable convergence factor may work better in achieving design requirements.

## III. Development of Parallel System Algorithm

As previously discussed, initial simulation results suggested that it was difficult to achieve a high quality output signal using the standard LMS algorithm in a noise cancelling system. The two most important aspects of the output signal, which are the ability to achieve a high degree of noise cancellation and the minimization of the distortion to the speaker's voice, were two divergent requirements. Even after optimizing the performance of the standard LMS algorithm in a noise cancelling environment, it is impossible to fully satisfy both of the requirements. The above results lead to the development of a system which relies on some of the fundamental aspects of the LMS algorithm, but whose performance is not limited by the chosen value of the convergence parameter. In other words, our motivations were to simultaneously achieve a fast convergence to the optimal weights, while minimizing distortion to the output speech signal. Ideally, a high convergence value should be used in the absence of the desired signal (i.e. pauses between words), and a low convergence factor when the desired signal is present (i.e. talking). However, detection for the presence of speech proved to be an inefficient and difficult task.

A significant observation was made over the course of the study. It was observed that when the system maintained a consistently high value of the convergence parameter, the pauses between words were most obvious at the output of the system. This can easily be explained by the fact that the system was constantly attempting to adapt to the noise signal, and therefore achieved a very high level of cancellation during the pauses between words. Even when the noise was not stationary, the system quickly adapted to the noise signal and produced a minimal output when the speaker was not talking. This can be observed in the figure below, which shows the output of the system with a large convergence parameter. Notice that between the waveforms of each word, there is a significant number of samples where the output is almost zero.


Figure 5: Fast Convergence System Output


Figure 6: Block Diagram of the Parallel System
Due to the continuous adaptation of a system that maintains a large value of the convergence parameter, the concept of the parallel system was developed (figure 6). The parallel system is based on the premise that two noise cancelling systems which implement optimized LMS algorithms could operate in parallel on the input signals. One of the systems would be used exclusively to provide the processed speech signal, while the other system would be entirely in charge of adapting to any changes in the input noise statistics. The first adaptive system, which provides the desired output, would periodically receive updated weights from the second adaptive system. In addition, the first adaptive system operates with a very small convergence parameter, in order to prevent it from introducing distortion to the speech signal. The second adaptive system operates at a very high value of the convergence parameter, in order to quickly calculate the optimal weights, which are then passed back to the first system. Figure shows the block diagram of the parallel system. Note that the red arrow represents the periodic transfer of the weights from the second adaptive system to the first adaptive system.
A. Determination of Optimal Weight Transfer Period

As previously discussed, the second adaptive system (which operates at a high convergence rate), periodically provides a copy of its weights to the first adaptive system. It is important that this occurs rapidly enough so that when the input noise
statistics change, the noise is not present at the output of the first adaptive system for a significant period of time. Otherwise, the quality of the processed speech signal would quickly degrade. However, there is also a bound on the minimum amount of time that can be used as the period of the weight transfers. This minimum bound is due to the statistical nature of the LMS algorithm, which requires a minimum amount of data before a significant result can be obtained. This is due to the noisy estimate of the gradient vector that is used to estimate the direction of the optimal weights. In addition, it was found that if the weights of the second adaptive system are transferred to the first system too frequently, a time-varying distortion is introduced to the speech signal. The characteristics of the distortion are very similar to those of the distortion produced at the output of the previously described single adaptive systems, when they are operated with a constantly high value of the convergence parameter.

In order to determine the optimal time period between weights transfers, simulations were carried out in Matlab. These simulations were conducted with recorded signals containing various types of noise sources, and at various sampling frequencies. The outputs of the parallel system were compared in terms of the quality and speed of the noise cancellation process, as well as the level of distortion introduced to the speech signal. In order to detail the results of the Matlab simulation, the following terminology must be introduced. A 'frame' refers to a block of audio data of a specific size, which will be used as the fundamental unit of processing in the algorithms. In other words, whenever a new frame of data is available, the algorithm processes the frame. Obviously there is a direct relationship between frame size and the period between weight transfers, and therefore the results of the simulation will be described in terms of the optimal frame size. Table 1 presents the optimal frame sizes at various frequencies.
The selected frame sizes were produced by averaging the results from many simulations involving different noise sources. There is an obvious relationship between the optimal frame size and the sampling frequency. In general, in order to provide rapid adaptation to changing noise characteristics while minimizing distortion, the frame size should be such that the weights of the first adaptive system are updated approximately 8 times per second.

## B. Determination of Convergence Coefficients

There exists a bound on the maximum value of the convergence parameter for an adaptive system. This is due to the feedback of the error signal to the adaptive filter. Even though the filter itself is a necessarily stable FIR filter, the feedback causes the entire system to be recursive in nature, thus the potential for instability exists.

TABLE 1
Optimal Frame Sizes for Various Sampling Frequencies


However, it is desirable that our second adaptive system have as high a value of the convergence parameter as possible. Therefore, it is necessary to dynamically calculate the upper bound of the convergence parameter. The upper bound is dependent on the order of the adaptive filter, which does not vary with time, but also the potentially time-varying input signal power. The value of the convergence coefficient for the second adaptive system is calculated each time a new frame of data is available. This coefficient then remains constant during the processing of the current frame of data. In order to quickly adapt during a limited period of time, the coefficient is chosen such that it is maximized, while still guaranteeing stability. The power of the input signal will be upper-bounded by selecting the sample with the largest normalized magnitude in the reference frame's current set of data. This value, which has an absolute value between zero and one, is squared in order to generate the maximum input signal power. While this approach may seem to grossly overestimate the power of the input signal, it was observed that a very small number of samples whose power is above the calculated signal power can quickly lead to instability. If ' $P$ ' represents the estimate of the signal power, and ' $L$ ' represents the number of filter weights, the value of the convergence coefficient is calculated as follows [2]:

$$
\begin{equation*}
\text { convergence coefficient }(\mu)=1 /(L \cdot P) \tag{2}
\end{equation*}
$$

With regards to the first adaptive system, a less mathematical approach was used to determine the optimal convergence coefficient. Based on simulations conducted in Matlab, it was found that a convergence coefficient of 0.005 or less did not produce a noticeable distortion in the output speech signal. As well, it allowed adaptation to occur, albeit slowly. It could easily be argued that the speed of adaptation at this low value is insignificant, due to the frequent set of new weights provided by the second adaptive system. In fact, it is possible to achieve good performance by assigning a value of zero to the convergence coefficient of the first system, which decreases the number of operations of the system. The sequence of operations of the parallel system algorithm is shown in figure 7.


Figure 7: Sequence of Operations in Parallel System Algorithm

## IV. EXPERIMENTAL RESULTS

The performance of the system can be readily evaluated by comparing the original speech signal that was contaminated with noise, to the cleaned speech signal that is output from the adaptive noise cancellation system. Simulation was done in Matlab. Comparison was most naturally done by simply listening to the audio signals. However, by examining the waveforms of these two signals, as well as their power spectrums, a more mathematical description of the results was also obtained.
The first significant result is that our designed parallel system algorithm provides faster adaptation than a simple implementation of an LMS adaptive system. In order to fairly compare the two systems, the convergence coefficient of the simple LMS adaptive system was chosen to match the convergence coefficient of the slowly converging filter in the parallel system algorithm. This ensured that both systems contributed similar distortion to the output speech signal, since this distortion effect is a very subtle time-domain distortion of the waves, but that significantly affects output quality. Unfortunately, this distortion is easily detected by human hearing, but it is not easy to detect graphically.
For the following results, a value of 0.005 was assumed for the convergence coefficient of the simple LMS system as well as the slowly converging system in the parallel algorithm. As well, a filter order of 20 was assumed for each adaptive filter, and a sampling rate of 8 kHz for the audio signals.

The following graphs (figures 8-10) represent the results of the parallel algorithm adaptive system and a simple LMS adaptive system, for the case of an interfering sinusoid whose frequency undergoes changes at different intervals in time. While a single sinusoid may seem to be a trivial implementation of noise cancellation, it provides a very clear comparison of the convergence rate of different adaptive systems.
Note that adaptation is required whenever the frequency of the sinusoid undergoes an instantaneous change. The above graphs clearly show the increase in speed of adaptation due to the parallel system algorithm. Notice that the first second consists entirely of noise, and therefore a comparison of the output signal levels from both algorithms provides a measure of adaptation speed. A detailed examination of the graphs provides the following results:


Figure 8: Input Noisy Speech Signal - Interfering Tones


Figure 9: Simple LMS Adaptive System


Figure 10: Parallel Algorithm Adaptive System
In addition to the speed of adaptation, a second important performance measure is a comparison of the signal-to-noise ratio(SNR) in the original signal, to the SNR in the output signal. The SNR is difficult to measure during adaptation, since the noise level decreases rapidly, and is only measurable when a speech signal is present. In order to provide a fair comparison between the original noisy signal and the output signal, the peak signal power and the peak noise level will be evaluated at several distinct instances of time, after adaptation is complete.

TABLE 2
Normalized Peak Output Signal Level

|  | Normalized Peak Output Signal Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{t}=\mathbf{0 . 1 2 5 s}$ | $\mathbf{t}=\mathbf{0 . 2 5 0 s}$ | $\mathbf{t}=\mathbf{0 . 3 7 5 s}$ | $\mathbf{t}=\mathbf{0 . 5 s}$ | $\mathbf{t}=\mathbf{0 . 6 2 5 s}$ | $\mathbf{t}=\mathbf{0 . 7 5 s}$ |
| Simple LMS | 0.04 | 0.035 | 0.032 | 0.0295 | 0.02725 | 0.0242 |
| Parallel | 0.00065 | 0.0009 | 0.0012 | 0.0017 | 0.00096 | 0.00058 |

TABLE 3
Signal-to-Noise Ratio

|  | Normalized Signal Level |  |  |
| :---: | :---: | :---: | :---: |
| Normalized Signal Level | $\mathbf{t}=\mathbf{1 . 2 5 s}$ | $\mathbf{t}=\mathbf{2 . 8 5 s}$ | $\mathbf{t}=\mathbf{3 . 9 s}$ |
| Speech Signal | 0.012 | 0.006 | 0.009 |
| Input Noise | 0.06 | 0.06 | 0.06 |
| Output Noise | 0.001 | 0.0006 | 0.0007 |
| Output SNR $(\mathrm{dB})$ | 21.58 | 20 | 22.18 |
| Input SNR $(\mathrm{dB})$ | -13.98 | -20 | -16.48 |



Figure 11: Learning Curve for Simple LMS System


Figure 12: Learning Curve for Parallel Algorithm System
As can be seen from the tables 2 and 3, the SNR is increased by approximately $30-40 \mathrm{~dB}$, which allows an originally unintelligible signal to be made intelligible.

Mean square error of the system output can also express system performance. Minimization of this value results in a minimized difference between adaptive filter output and the corrupting noise. The system learning curves shown in figures 11 and 12 clearly show that speed and quality of adaptation of the parallel system is superior to a simple LMS noise cancellation system.

## V. IMPLEMENTATION WITH TMS320C6416 DSP

 CONTROLLERThe designed noise cancellation algorithm was implemented with Texas Instruments TMS320C6416 DSP controller. It contains the DSP microprocessor operating at a frequency of 600 MHz , AIC23 Stereo CODEC, 16 MB of synchronous RAM, 512 KB of non-volatile Flash memory and the Code Composer Studio (CCS) Software Development Kit (SDK) that acts as an interface with the board. The algorithm was programmed into the CCS using C programming language and was downloaded into the DSP board. In the SDK package contained the "Reference Framework 3" (RF3) which was used as the main driving force of the project. It was significantly modified to suit the needs of the parallel system. Since the RF3 framework is beyond the scope of explanation for this paper, only the major components and software functions will be shown.


Figure 13: Modified Reference Framework

## A. Reference Framework 3

The original configuration of the RF3 architecture supplied by Texas Instruments had to be modified in order to be suitable for our designed algorithm. In addition to inserting the parallel algorithm into the processing functions, the overall structure of the application had to be modified to meet the requirements of an adaptive noise cancellation system. The adaptive system must accept 2 input audio signals, and provide a single mono audio output signal. This is accomplished with the line-in jack of the DSP's CODEC, which allows stereo input, and the mono audio output is paralleled with the stereo output jack of the CODEC. Figure 13 shows the modified reference framework that was used to implement the designed algorithm.

## B. Operation of Modified Reference Framework

The correct operation of the system in figure 13 relies on a system of software interrupts, mailboxes, and pipe sizes, which are specific to our application. From the diagram above, it can be seen that pioRx is the first element in the processing sequence. It represents a pipe that maintains a handle to a device external to the DSP, and in this case it is the stereo CODEC. The pioRx stores the left and right audio channel sample values, and transfers a block of data to the pipRx pipe when a full frame of data is available.

The selected frame size for operation at 8 kHz was 200 sampled audio values. The sampled audio data from the CODEC is quantized into a 16 -bit integer value, which is half the size of the DSP's word size (32-bit). Therefore, in order to store 200 sample values, the frame size must be 100 words. However, the pipRx and pipTx pipes must simultaneously store both the left and right channel values, and therefore their frame sizes must be twice the frame size of pipRx0, pipRx1, pipTx0, pipTx1, which store the sample values for a single channel. In addition, the pipRx and pipTx are ping-pong buffers, since they consist of two separate pipes in series. A ping-pong buffer allows data to be simultaneously read from one pipe while the other pipe receives data from its writer [3]. This is necessary, since the audio data is constantly being sampled, and any loss of audio data would be fatal to the application.

When a full frame of audio data is available in the pipRx pipe, and both pipRx1 and pipRx0 are empty, the swiRxSplit software interrupt is called and the Split function is called. This function separates the left and right channel data, and stores the results in pipRx0 and pipRx1 respectively. The samples in pipRx0 represent the noisy speech signal, and the samples in pipRx1 represent the reference noise signal. When both pipRx1 and pipRx0 contain a full frame of data, and both pipTx0 and pipTx1 are empty, the adaptive filter function is called by the swiAudioproc 0 software interrupt. This is the core of the application, since it contains the parallel system
algorithm that was originally designed and simulated in Matlab. The designed algorithm was easily converted to C code from the original Matlab files, and is identical in functionality to the Matlab algorithms. When the algorithm completes its processing of the current frames of audio data, the output of the system is written to the pipTx0 and pipTx1 pipes.
When both pipTx1 and pipTx0 contain a full frame of data, and the pipTx output pipe contains an empty frame of data, the swiTxJoin software interrupt is called and the Join function is called. This combines the identical contents of pipTx1 and pipTx0 into a stereo output signal, and is stored in the available pipTx pipe. These audio samples represent the output of the adaptive system, which is the processed audio signal.
In order to complete the process, the pipTx pipe is read by the pioTx pipe, which has a handle to the output of the CODEC. When a frame of data is available, the pioTx pipe passes it directly to the CODEC with intervention from the DMA controller. This completes the process and allows the output processed speech signal to be heard via a speaker connected to the line-out jack of the evaluation board.

Results from the DSP board essentially matched the simulations carried out in Matlab, and further allowed for realtime signal processing.

## VI. Conclusions

The Matlab-simulated and DSP-implemented results show that the presented parallel algorithm adaptive system is capable of extracting a voice signal from a noisy signal. Its performance is most impressive when the original noise completely masks the speaker's signal, since the output of the system provides a clearly intelligible speech signal with a much greater SNR. This could potentially be implemented in order to allow communications in highly noisy environments, such as inside the cockpit of a fighter jet.

The parallel algorithm provides significantly better convergence performance over a standard LMS adaptive filter system. As can be seen in the results section, the convergence rate is approximately 5 times faster than the equivalent single adaptive filter system. In general, significant convergence is accomplished in 0.125 seconds. The design of the parallel algorithm was the most significant aspect of study, allowing fast convergence, low distortion, and real-time DSP-based noise cancellation of noisy speech signals.
In highly noisy environments where the original speech signal is completely overpowered by noise, a combination of the parallel system algorithm and a spectral subtraction method may provide even higher quality results. This is due to the fact that the two methods complement each other very well. The parallel system algorithm excels at increasing the SNR of the speech signal, while spectral subtraction techniques use frequency domain techniques to further improve signal quality. However, spectral subtraction techniques are not effective if the original speech signal has a very low SNR, and therefore the parallel system algorithm could be used to increase the SNR prior to spectral subtraction techniques. The collaboration of these two techniques in a single system is a potential topic for future work.
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Abstract - Many software organizations often bypass the requirements analysis phase of the software development life cycle process and skip directly to the implementation phase in an effort to save time and money. The results of such an approach often leads to projects not meeting the expected deadline, exceeding budget, and not meeting user needs or expectations. One of the primary benefits of requirements analysis is to catch problems early and minimize their impact with respect to time and money.

This paper is a literature review of the requirements analysis phase and the multitude of techniques available to perform the analysis. It is hoped that by compiling the information into a single document, readers will be more in a position to understand the requirements engineering process and provide analysts a compelling argument as to why it should be employed in modern day software development.

## I. INTRODUCTION

Requirements analysis, as it relates to software projects, is the process of studying, determining and documenting user needs and expectations of the software system to be designed that solves a particular problem. The process is referred to as requirements engineering and entails feasibility studies, elicitation, specification, and validation process steps. The process generates software requirement documents that capture what is to be implemented by fully describing the software system's functionality, performance, design constraints, and quality attributes. Precisely documenting what to build helps to reduce uncertainty and equivocality [1]. Determining and documenting the requirements of an information system, is arguably the key to developing successful information systems [2]. Not getting the correct final software system requirements at the project onset is largely responsible for the cost and schedule overruns plaguing the information system development process [3][4][2]. Table 1 shows that the earlier in the development process an error occurs and the later the error is detected, the more expensive it is to correct [5].

Table 1 Relative Cost to Repair a Software Error in Different Stages

| Stage | Relative Repair Cost |
| :--- | :---: |
| Requirements | $1-2$ |
| Design | 5 |
| Coding | 10 |
| Unit Test | 20 |
| System Test | 50 |
| Maintenance | 200 |

Thus, performing software requirements analysis at the project onset helps to identify and correct problems early. Consequently, the relative repair cost is low and reduces the chances of project cost overruns.

Much of the literature describes the requirements analysis process as three sub-processes and compares it to an engineering methodology [6][7][8][2][9]:

- Elicitation
- Specification
- Validation \& Verification

Each sub-process addresses the problem definition aspects from different angles during the requirements creation process to collectively describe the software system to be built. The software specification documents generated, as a result of the analysis, captures the user needs and describes the operation of the proposed software system. The software system description is generally comprised of three types of documents [6][9][10].

- Functional Requirements
- Non-functional Requirements
- Design Constraints

Functional requirements describe what the software system should provide and how it should behave. In contrast, nonfunctional requirements are not concerned with specific functionality delivered by the system. Instead nonfunctional requirements relate to system properties such as
reliability, response time, memory space, portability, maintainability, ease-of-use, robustness, security, and reusability [10][9]. Design constraints describe the requirements that are specific to characteristics of the problem domain that do not easily categorize into the other two types of documents.

The hardest single part of building a software system is determining and documenting precisely what to build [12][10]. The difficulties of documenting and specifying software requirements are primarily due to human problemsolving limitations [13]. Davis also points out that these limitations are because human beings have a limited ability to process information. Much of the time humans leave or filter out information to prevent information overload. To help include all the available information, methodologies have been developed to provide a systematic repeatable approach to the description and development of software requirements and systems [14][15][16][17][10]. Methodologies help to structure the problem and solution domain into a collection of smaller sub-problems. These sub-problems are then individually described and eventually implemented. The aggregate of all the components, describe the entire problem domain. This approach helps to divide large complex problems into smaller, more manageable components. In addition, complexity is reduced since the amount of information that a sub-component must consider is also reduced. Therefore, the documentation of subproblems help achieve a goal of requirements analysis, namely to understand and capture what is to be solved in a component-oriented manner using all available information.

## II. ELICITING REQUIREMENTS

Requirements elicitation is the process of identifying the application domain by determining the desired software system functionality. This activity should involve many different kinds of people that have a stake in the system being built. These stakeholders work together to define and scope out the application domain. Each participant is a stakeholder and represents a different interest in the project. These interests are dependent upon the role the individual performs. Therefore, the elicitation process should include all people that are either directly involved with the project or indirectly affected. Once the stakeholders are identified, the process enters the problem domain description phase. The description is realized either in an independent or a teamoriented collaborative manner. Gause points out that many organizations reinforce a negative image of cooperative work, encouraging instead competition among employees by such devices as individual achievement awards [18]. However, software development projects should not be realized alone and need the diversity and ability that a collaborative team approach can provide. Much of the literature supports the concept that groups generate more
and better solutions to identifying, describing, and solving a problem [19][20][21][22][10]. The general consensus is that problem definition is likely to be more complete when realized by participation in a collaborative team environment.

The literature identifies many different techniques that are possible to elicit requirements of a computer or information system in both a group team and single person team approach [23][24][25][9]. Some examples of a non-group approach are:

- Introspection
- Questionnaires
- Interviews
- Protocol Analysis
- Ethnography

The introspection technique attempts to elicit requirements of the desired computer or information system by having the development team members individually imagine the system they want. Thus, many perspectives and interpretations will result from introspection. Many viewpoints help to identify all aspects of the problem domain, but these do not necessarily reflect the needs of the end-users of the system. The literature does not consider this technique a practical way to elicit requirements due to its apparent lack of enduser involvement.

Similar to introspection, questionnaires and interviews attempt to elicit requirements by asking questions in a nongroup oriented fashion. Questions are presented to individuals in either a written or verbal format, and the answers recorded. Although this is a systematic process Suchman argues that these approaches lead to multiple interpretations in both the questions and the answers [26]. To reduce misinterpretations, the interview technique can be extended to permit dialog between the interviewer and interviewee. However, the literature indicates that the interview process usually involves assumptions concerning the interaction among participants. Goguen strongly argues that assumptions and misinterpretations that can result from questionnaires and interviews make this technique impractical to elicit computer and information systems requirements [23].

Protocol analysis is a process in which a person performing a task does so aloud while his or her thought processes are observed and recorded. This represents direct verbalization of specific cognitive processes [27]. This technique helps to understand an individual's approach to problem solving. Therein lies the problem; it is not a team-oriented approach. The project team consists of many different kinds of people operating in different roles. Some of these individuals have knowledge about the business and organizational needs,
while others have technical knowledge. The process of eliciting requirements from these different types of people possessing different types of knowledge is a social endeavor requiring group communications. Protocol analysis is an individual process, not a social interaction method. Although protocol analysis has greatly influenced cognitive psychology it is inappropriate for the requirements analysis and elicitation process [23].

Ethnography is an observational technique to develop an understanding of work processes through observing as opposed to interviews in which people act differently than they say. These observations help to understand the social and organizational requirements. This is a time consuming process but contains much depth by helping to identify implicit system requirements. Implicit requirements are more easily identified by a third party observer because workers often perform tasks out of habit and rarely consider these tasks as part of their work process. The literature describes many ethnographic studies that showed a worker's actual work practices were much more detailed and complex than these individuals were able to describe [28][29]. Thus, ethnography has been shown to be very effective at discovering the way in which people actually work rather than the way in which process definitions say they should work [9]. In software system project development, ethnography may be best suited to determine how to modify an existing system to make it more effective as opposed to at the onset of a completely new project.

The aforementioned techniques are non-collaborative and tend to be inaccurate, inflexible, costly, time consuming, and do not represent natural interactions among people. The literature does indicate that more effective techniques to elicit requirements of a computer or information system are collaborative by design. Three such techniques are:

- Rapid Application Development (RAD) Focus Groups
- Viewpoint-oriented Requirements Definition (VORD)
- Use-case Scenarios

Rapid application development focus groups are a type of group interview that permits interactions among people to discuss requirements of the desired system. These interactions are both formal and informal depending on the organization performing the RAD and can reduce the cycletime by $50 \%$ in the definition and development of the system [30]. RAD is an iterative process that employs interactive sessions of developer, customer and end-user to identify and define the requirements of the desired system. This collaborative effort affords the project team the ability to openly discuss the system that is to be built. The
successes of RAD have been attributed to the inclusion of the end-users during the system definition process [31].

In addition to end-users, viewpoint-oriented elicitation also includes other stakeholders in the viewpoint-oriented requirements definition (VORD) approach to identify requirements. A viewpoint represents a certain perspective of the system. The VORD process recognizes the different viewpoints provided by the different stakeholders and incorporates their perspectives into the requirements specification process [9][32]. The VORD method includes four steps [25][9]:

- Viewpoint Identification
- Viewpoint Structuring
- Viewpoint Determination
- Viewpoint-System Mapping

These four steps utilize a highly structured text-based method to document a viewpoint's attributes, events, and scenarios during brainstorming sessions. These viewpoints are documented using viewpoint and service templates that help to identify both the functional and non-functional requirements. Nuseibeh uses a similar approach but augments the process by allowing incomplete scenarios to exist during elicitation [33]. As the process of determining the desired system to be built continues, the incomplete scenarios are more rigorously defined, specified, and resolved by final specification.

Use-case analysis is a scenario-based technique for requirements elicitation. Use-cases capture requirements from the user's point of view [34] and helps describe what functionality is contained within the system. The literature indicates that use-case analysis is the most widely accepted method to eliciting requirements for software systems.

These three techniques are more successful than other techniques because they adopt a team-oriented userinclusive strategy. It is important to include the eventual end-users of the system since they make or break the product. Therefore, the team should consist of the customers, developers, and end-users. However, it should be noted that the inclusion of customers, developers and end-user stakeholders during the elicitation process does have six primary difficulties [9].

- Stakeholders often do not know what they want from the computer system except in the most general terms, finding it difficult to articulate what they want from the system.
- Stakeholders make unrealistic demands because they are unaware of the cost of their requests.
- Stakeholders in a system naturally express requirements in their own terms and with implicit knowledge of their own work. Others must try to understand these terms and relate them to the application domain.
- Different stakeholders have different requirements and may express them in different ways. Requirement engineers have to discover all potential sources of requirements and discover commonalities and conflict.
- Political factors may influence the requirements of the system. These may come from managers who demand specific system requirements because these allow them to increase their influence in the organization.
- The economic and business environment is dynamic, which can lead to inevitable changes during the process. The importance of particular requirements may change. New requirements may emerge from new stakeholders who were not originally consulted.

Regardless of these difficulties, the literature suggests that the most effective way to elicit requirements is utilizing a team-oriented user-inclusive strategy.

## III. DOCUMENTING REQUIREMENTS

During the software system elicitation process, software requirements must be captured in a written format to help stakeholders clarify the operational needs of the software system. A document, known as the concept of operations document (ConOps), provides a well-defined operational concept definition of system goals, missions, functions, and components. Thayer lists the essential elements to be included in a ConOps document as [6]:

- Description of current system or situation
- Description of needs that motivate development of a new system or the modification of an existing system
- Modes of operation
- User classes and characteristics
- Operational features
- Priorities among operational features
- Operational scenarios for each operational mode and class of user
- Limitations
- Impact analysis

The ConOps document represents a bridge between the description of the user needs and the technical specifications of the software system specification process [6]. Both the U.S. Department of Defense and the IEEE support the creation of the ConOps document when developing or modifying a software system. The document serves as a
framework to guide the analysis and provides the foundation document for all subsequent system development activities.

The literature indicates that the ConOps document can be developed anytime during the system life-cycle but is most beneficial at the beginning of the software development process [32][5][6]. Developing the document at the onset of the development process affords all parties involved the opportunity to repeatedly review and revise the document until all stakeholders agree on the content. This iterative process helps bring to the surface many viewpoints, needs, wants, and scenarios that might otherwise be overlooked. In addition, the creation of formal specifications forces a detailed system analysis that could reveal errors and inconsistencies. This error detection is perhaps the most powerful argument for developing a formal system specification [35].

Developers utilize the ConOps document to create a Software Requirements Specification (SRS). The SRS describes exactly what is to be built by capturing the software solution. This represents a transition from the problem analysis to the technical analysis. Faulk outlines the roles of the SRS document [5].

- Customers: Provide a contractual basis for the software project
- Managers: Provide a basis for scheduling and measuring progress
- Designers: Provide a basis for what to design to
- Coders: Provide tangible outputs that must be produced
- Quality Assurance: Provide a basis for test planning and verification
- Marketing: Provide a basis for marketing plans and advertising

A properly written SRS satisfies both the semantic and packaging properties [5]. An SRS satisfies the semantic properties if it is complete, implementation independent, unambiguous, precise, and verifiable. To satisfy the packaging properties, the SRS must be readable, modifiable, and organized for reference and review. There is not a specific industry-wide system specification standard. The literature indicates that the IEEE Std. 830-1998 is widely accepted at documenting the SRS [5][6][9].
IV. VERIFYING AND VALIDATING REQUIREMENTS

Verification and validation (V\&V) is the process that determines if the software conforms to the specifications and meets the needs of the customer. Verification involves checking that the software conforms to the specifications. Validation checks that the software meets the expectations
of the users [9]. Boehm expresses this subtle difference as follows [3]:

- Verification: Are we building the product right?
- Validation: Are we building the right product?

The V\&V process of system checking is realized using two techniques, namely software documentation inspection and software system testing. The major software V\&V activities are outlined in Table 2 [36].

| Activity | Tasks |
| :---: | :---: |
| Software V\&V Management | Planning <br> Monitoring <br> Evaluating Results <br> Reporting |
| Software Requirements V\&V | Review of Concept Documentation <br> Traceability Analysis <br> Software Requirements Evaluation <br> Interface Analysis <br> Initial Planning for Software <br> Integration Test <br> Reporting |
| Software Design V\&V | Traceability Analysis <br> Software Design Evaluation <br> Interface Analysis <br> Initial Planning for Unit Test <br> Initial Planning for Software Integration Test <br> Reporting |
| Code V\&V | Traceability Analysis <br> Code Evaluation <br> Interface Analysis <br> Completion of Unit Test Preparation <br> Reporting |
| Unit Test | Unit Test Execution Reporting |
| Software Integration Test | Completion of Software Integration Test Preparation <br> Execution of Software Integration |


|  | Tests <br> Reporting |
| :--- | :--- |
| Software System <br> Test | Completion of Software System <br> Test Preparation <br> Execution of Software System <br> Tests <br> Reporting |
| Software <br> Installation Test | Installation Configuration Audit <br> Reporting |
| Software Operationc <br> and Maintenance <br> V\&V | Impact of Change Analysis <br> Repeat Management V\&V <br> Repeat Technical V\&V Activities |

Static, dynamic, and formal verification techniques can be performed to fulfill the requirements of the V\&V process activities [18][36][9].

- Static analysis reviews the structure of the software product prior to its execution. The analysis is performed on the requirements documents, design documents, and source code utilizing review and inspection oriented techniques.
- Dynamic analysis detects errors by executing the software and testing the actual outputs against the expected outputs as outlined in the SRS documents.
- Formal analysis is the use of rigorous mathematical techniques to analyze the algorithms of a software solution [9].
The software V\&V process should begin at the onset of the project and continue throughout the entire software development life-cycle process. Prior to software construction, the V\&V process should examine preliminary documents such as the ConOps document to help determine if the system to be built is feasible. Subsequently, the V\&V process examines the SRS to ensure that the requirements are complete, consistent, accurate, readable, and testable. The approach helps to find errors in the software requirements before the software implementation phase. Also, the software requirements analysis conducted is necessary in order to develop relevant test plans. This early error detection helps to reduce cost overruns, late deliveries, poor reliability, and user dissatisfaction [4]. However, the predominant V\&V technique is software testing. Software testing involves executing the software product and examining its operational behavior. Testing is used to find discrepancies between the software program and the corresponding specifications and is referred to as defect testing. In contrast, statistical testing determines the software's performance and reliability by noting the number of system failures [37].

Test management organizes the testing process and utilizes test plans to determine the objectives for unit, integration, and system testing. Table 3 outlines the structure of a software test plan [38][9]:

Table 3 Software Test Plan Structure

| The Testing Process | A description of the major <br> phases of the testing process. |
| :--- | :--- |
| Requirements <br> Traceability | Testing should be planned so <br> that all end-users requirements <br> and expectations are <br> individually tested. |
| Tested Items | The products of the software <br> process to be tested should be <br> specified. |
| Testing Schedule | The overall testing schedule <br> should indicate resources <br> needed to perform this task in <br> the time frame allotted. |
| Test <br> Procedures | The test results must be <br> systematically recorded and <br> repeatable. |
| Hardware and Software <br> Requirements | This section should outline the <br> software tools required and <br> hardware requirements. |
| Constraints | A description of constraints <br> affecting the testing process. |

The test plan document is dynamic and may change to support the dynamic nature of the software life-cycle process. As changes are made to the software requirements, management of all documents, including the test plan document, becomes crucial. The V\&V process must determine how software requirement changes affect the overall testing plans, which may also affect the deliverables schedule. Thus, managing the documents is crucial to incorporating change into the overall software development life-cycle process.

## V. REQUIREMENTS MANAGEMENT

Requirements management is a life-cycle process that attempts to understand and control change to software system requirements. Change to requirements is constant due to the inability to fully define the problem upfront, therefore creating incomplete software requirements and specifications. As the software development process progresses the understanding of the problem also changes. These changes cause modifications to the original desired software system [39][40]. These changes must be incorporated into the requirements and specifications in a systematic and traceable manner. The requirements change
management process coordinates change requests and must ensure that the modifications are performed at all levels. Changes affect requirements, specifications, design documentation, implementation, verification \& validation test plans, and operational procedures.

The change management process assesses the cost of changes and consists of three stages [41][9].

- Problem Analysis and Change Specification: The change proposal is analyzed to determine if the request is necessary, attainable, and verifiable.
- Change Analysis and Costing: The cost of making the change is estimated in terms of modifications to the requirements documents, specification documents, design documents, test plans and implementation.
- Change Implementation: Modifications to the requirements documents, specification documents, design documents, test plans, and implementation are scheduled and performed.

The ability to effectively trace changes in the baseline documents help to link requirements to stakeholders resulting in decision-making accountability [42]. Traceability provides an audit trail as to what changes were requested by whom and for what purpose. The traceability process helps to ensure accountability, which generally results in modification requests that are necessary, attainable, and verifiable.

The current state of the practice of traceability management is realized using Computer Aided Software Engineering (CASE) tools that support a change and version control system. Cadre TeamWork for Real-Time Structured Analysis (CADRE), Requirements Traceability Manager (RTM), SLATE, DOORS, Requirements Driven Design (RDD), Foresight, Software Requirements Methodology (SREM), Problem Statement Language / Problem Statement Analyzer (PSL/PSA), and Requirement Networks (R-Nets) are some of the more widely used software industry CASE tools [43][44][45][46]. These automated tools help to maintain a history of all the changes by capturing the following requirement attributes:

- Document Name
- Version Number
- Creation Date
- Modification Date
- Author
- Responsible Manager
- Approval
- Sign-Off
- Change Description
- Priority

These attributes help requirements management establish version control, change control, and traceability process procedures. These activities help to create a well-defined requirement definition process. These processes should be incorporated into the software life-cycle to help ensure that the documents describing the software product contain all features and operational behaviors of the released software product.

Version and release management are the processes of identifying and tracking different versions and releases of the software system [9]. CASE tools provide version numbering management and ensure that each version is uniquely identifiable. This type of configuration control generally uses some type of check-in/check-out procedures to help aid both developers and coordinators manage the process. Whereas version management identifies each component version, release management handles all the steps that are necessary to package the software solution to the customer. This packaging includes executable code, configuration files, data files, installation program, and documentation. Configuration management (CM) is the term used to identify configuration control processes. CM is separate from developmental procedures and helps to coordinate the release process[40]. Thus, version control, change control, and traceability are intertwined and are essential components of the requirements management process.

## VI. SUMMARY

Requirements analysis is the process of studying, determining and documenting user needs and expectations of the software system to be designed that solves a particular problem. The process generates software requirements documents that capture what is to be implemented by fully describing the software system's functionality, performance, design constraints, and quality attributes. The software system attributes are fully described in the functional requirements, non-functional requirements, and design constraints documents. In addition to defining the static and dynamic features of the system, these documents describe end-user system needs. Consequently, understanding enduser needs is essential to provide them a system they expect and will use.
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#### Abstract

An iterative algorithm was developed to fit Fisher Law for Heavy Ion Collisions with distinct charge balance, obtaining different critical temperatures in agreement with recent theoretical and experimental results. This way is confirmed the influence of charge balance on the caloric curve of nuclear matter.


Keywords: Iterative Algorithm, Polynomial Fitting, Critical Temperature, Nuclear Caloric Curve

## I. Introduction

Weiszä cker nuclear energy contains a term related to charge balance, namely the difference between the number of neutrons and protons, which should lead to a change in the limit temperature of the nuclear caloric curve[1]. Weiszä cker's expresion for nuclear energy is given by [2]:
$E=-a_{V} A+a_{S} A^{2 / 3}+a_{a} \frac{(N-Z)^{2}}{A}+a_{C} \frac{Z(Z-1)}{A^{1 / 3}}$
where the first term represents bulk symmetric nuclear matter energy excluding coulombian interactions. The rest of the terms compensate nuclear energy disagreement with the asymmetric nuclear matter bulk limit. These terms are related to surface energy, to the asymmetry between neutrons N and protons Z and to coulombian repulsion, respectively.

Nuclear matter critical temperature is related to other variables such as system finite size and entropy [3], therefore the results hereby reported may help to reach a better understanding about the factors influencing the characteristics of the nuclear caloric curve. Other authors [4] have reported nuclear limit temperatures taking on account the balance between charge Z and the number of neutrons N , via the correlation between the factor $\mathrm{N} / \mathrm{Z}$ for the fragment projectile and the isobaric ratio $\mathrm{Y}(3 \mathrm{H}) / \mathrm{Y}(3 \mathrm{He})$, obtaining a limit temperature in the range of 6 to 7 MeV . Souza et al. [5] have applied an improved statistical multifragmentation model (ISMM) to proton and neutron rich sources, obtaining a temperature plateau close to 6 MeV , with a minimum difference between the limit temperatures of the neutron and proton rich sources.

Fisher Law for nuclear matter can be written as [6]:
$\ln \left\langle n_{A}\right\rangle=\ln q_{0}-\tau \ln A+A \frac{\Delta \mu}{T}-\frac{c_{0} \varepsilon A^{\sigma}}{T}$
using Fisher Liquid Droplet Model where $q_{0}$ is a normalization constant that depends only on the value of $\tau, \tau$ is the critical topological exponent related to system dimensionality that can be computed through a tridimensional random walk in a closed surface, $c_{0} \varepsilon A^{\sigma}$ is the free surface energy of a droplet of size A ,
$c_{0}$ is surface energy coefficient, $\sigma$ is the critical exponent related to the ratio of the surface dimensionality and volume dimensionality; and $\varepsilon=\left(1-\frac{T}{T_{C}}\right)$ is the control parameter measuring the distance to the critical point whose temperature is given by $T_{C}$ [7]. For a system with only a hundred of particles:
$q_{0}=1 / \sum_{A=1}^{A_{\text {max }}} A^{1-\tau}$
where A is the fragment size.
An iterative algorithm was developed to fit Fisher Law using Heavy Ions Collisions with different charge balance ( $\mathrm{N}-\mathrm{Z}$ ), obtaining critical temperature estimates whose difference is in the range of 1.2 MeV . This way is confirmed the minimal influence of the term ( $\mathrm{N}-\mathrm{Z}$ ) on nuclear matter critical temperature.

## II. Methodology

Forty thousand Heavy Ion collisions were simulated using Latino Model [8], where system evolves following a Newtonian dynamics via a Verlet algorithm. Internucleonic forces are computed with a Pandharipande potential. Fisher Law parameters were approximated by a fourth order polynomial in the excitation. The iterative algorithm floats the Fisher Law critical exponents, performing a Least Squares Fit for the polynomial coefficients as explained in the following. Fisher Law is written as:
$\ln \frac{\left\langle n_{A}\right\rangle A^{\tau}}{q_{0}}=A \frac{\Delta \mu}{T}-\frac{c_{0} \varepsilon A^{\sigma}}{T}$
the difference of chemical potentials $\Delta \mu$ as well as the surface energy adimensional coefficient $C_{0}$ are approximated by polynomials on the excitation $e^{*}$ :
$\mu=P_{l . m}^{(1)}\left(e^{*}\right)$
$C_{0}=P_{l . m}^{(2)}\left(e^{*}\right)$
where:
$P_{l . m}(x)=\sum_{n=0}^{m} a_{n} x^{n}$
leading to a least squares problem whose solution is given by:
$\mathrm{M}^{T} Y=\mathrm{M}^{T} \mathrm{M} A$
where $A$ is a vector containing the polynomial coefficients of $P_{l . m}, \mathrm{M}$ is a matrix and $Y$ is a vector obtained from the system of equations:
$\left[\ln \frac{\left\langle n_{A}\right\rangle A^{\tau}}{q_{0}}\right]_{i}=A\left[\frac{P_{l, m}^{(1)}}{T}\right]_{i}-\left[\frac{P_{l, m}^{(2)} \varepsilon A^{\sigma}}{T}\right]_{i}$
where $i$ is an index related to each collision replica.
Random variables $\eta_{x}$ are generated to float Fisher Law critical exponents as well as the critical excitation:

$$
\begin{align*}
& \tau^{(t+1)}=\tau^{(t)}+\eta_{\tau}  \tag{10}\\
& \sigma^{(t+1)}=\sigma^{(t)}+\eta_{\sigma}  \tag{11}\\
& e_{C}^{*(t+1)}=e_{C}^{*(t)}+\eta_{e_{C}^{*}} \tag{12}
\end{align*}
$$

During the iteration the values of these critical exponents that optimize the statistical $\chi^{2}$ are kept [9] until the best fit is attained. In this fashion were simulated twenty thousand replicas of $\mathrm{Zn}^{76}+\mathrm{Ca}^{40}$ and $\mathrm{Zn}^{76}+\mathrm{Ar}^{40}$ Heavy Ion Collisions. This way an estimator for the critical excitation for these collisions was obtained.

Once the best estimator was obtained, it was used to estimate the critical temperature via the following relation :

$$
\begin{equation*}
e_{C}^{*}=E_{x, c} / A=T_{C}^{2} / 13 \tag{13}
\end{equation*}
$$

This relation assumes a Fermi degenerate gas behavior and is in better agreement with experiment results than the empirical thermometers based on isotope ratios, as shown by Moretto et al. in a study about the evaporation in compound nucleus decay [10]. Nevertheless, other studies have criticized the hypothesis of a Fermi degenerate gas behavior close to the critical point, as long as the relation $\mathrm{E} / \mathrm{A}=\mathrm{a} \mathrm{T}^{2}$ holds for fragments produced at moderate low temperatures and in the case of intermediate energy collisions there are fast particles emitted in the final state from the region where the projectile and fragment overlap.
Heavy Ion collisions were simulated using LATINO semiclassical model where binary interaction is reproduced with a Pandharipande potential given by:
$V_{n n}=V_{p p}=V_{0}\left(\frac{e^{-\mu_{0} r}}{r}-\frac{e^{-\mu_{0} r_{C}}}{r_{C}}\right)$
and:
$V_{n p}=V_{r}\left(\frac{e^{-\mu r_{r} r}}{r}-\frac{e^{-\mu r_{c}}}{r_{C}}\right)-V_{a}\left(\frac{e^{-\mu_{a} r}}{r}-\frac{e^{-\mu_{d} r_{a}}}{r_{a}}\right)$
made up from linear combinations of Yukawa potentials whose coefficients are designed to reproduce nuclear matter properties and to fulfill Pauli Exclusion Principle [11].
Clusters are detected using an Early Cluster Recognition Algorithm that optimizes the configurations in energy space. Most Bound Partition is obtained minimizing the sum of cluster energies for each partition:

$$
\begin{equation*}
\left\{C_{i}\right\}=\arg \min \left[E_{\left\{C_{i}\right\}}=\sum_{i} E_{\mathrm{int}}^{C_{i}}\right] \tag{16}
\end{equation*}
$$

where the cluster energy is given by:
$E_{\mathrm{int}}^{C_{i}}=\sum_{i}\left[\sum_{i j \in C_{i}} K_{j}^{C M}+\sum_{j, k \in C_{i u}, j \leq k} V_{j k}\right]$
in this expression the first sum is on the partition clusters, $K_{j}^{C M}$ is the kinetic energy of particle $j$ measured in the cluster mass center, and $V_{i j}$ is the internucleonic potential. The algorithm uses the technique of "simmulated annealing" to find the most bound partition in energy space.
Ground states of neutron or proton rich sources, were built up starting from a random configuration with a given kinetic energy and confined in a parabolic potential. Nucleon speed was gradually reduced until the system was bound, afterwards the parabolic potential was supressed and a frictional method was applied until the system reached its theoretical binding energy (Fig. 1).

Projectile is boosted on target with a given kinetic energy for distinct impact parameters. System evolution was simulated using a Verlet algorithm [12], where two Taylor expansions are substracted, one of them forwards and the other backwards on time:

$$
\begin{align*}
& \vec{r}(t+\Delta t)=2 \vec{r}(t)-\vec{r}(t-\Delta t)+\vec{a}(t) h^{2}  \tag{18}\\
& \vec{v}(t+\Delta t)=\vec{v}(t)+0.5 *[\vec{a}(t+\Delta t)+\vec{a}(t)] h  \tag{19}\\
& \vec{a}(t+\Delta t)=-(1 / m) \nabla V(\vec{r}(t+\Delta t)) \tag{20}
\end{align*}
$$



Fig 1.- Shows the ground state of the Heavy Ion $\mathrm{Zn}^{76}$ obtained starting from a random configuration, subsequently confined in a parabolic potential and finally cooled by a frictional method until it attains its theoretical binding energy.

Excitation is computed by the temperature attained by the projectile-target compound, when the maximal compression is reached. This temperature is estimated using Kinetic Theory for the $n$ nucleons in the compound:
$\frac{3}{2} n T=K^{C M}$
Projectile energy is varied in the range going from 600 up to 2000 MeV and system evolves until its microscopic composition remains frozen (Fig. 2), although some monomers might be ejected. This time can be determined using the Microscopic Persistence Coefficient, defined as the probability of having two particles linked in a cluster of partition X still bound in a cluster of partition Y :

$$
\begin{equation*}
P[X, Y]=\frac{1}{\sum_{\text {cluster }} n_{i}} \sum_{\text {cluster }} n_{i} a_{i} / b_{i} \tag{22}
\end{equation*}
$$

where $b_{i}$ is equal to the number of particles that belong to cluster $C_{i}$ of partition $X \equiv\left\{C_{i}\right\}$ and $a_{i}$ is equal to the number of particle pairs belonging to cluster $C_{i}$ of partition


Fig 2.- Shows the evolution of central collision $\mathrm{Zn}^{76}+\mathrm{Ar}^{40}$ for a projectile energy equal to 1600 MeV , simulated with model LATINO
$X \equiv\left\{C_{i}\right\}$ that also belong to a given cluster $C_{i}^{\prime}$ of partition $Y \equiv\left\{C_{i}^{\prime}\right\} . n_{i}$ is the number of particles in cluster $C_{i}$. Fig. 3 shows that persistence attains an asymptotic limit value once the biggest fragment size (FM), as well as the logarithmic derivative of the kinetic energy transported by light fragments and the logarithmic derivative of the number of intermediate fragments are altogether stable.
The ratio of isotope yields:
$Y_{2}(N, Z) / Y_{1}(N, Z) \propto \exp (\alpha N+\beta Z)$
has been commonly used as a signature of thermodynamic equilibrium. Nevertheless Latino Model has been used elsewhere to prove that this signature holds at early stages of the Heavy Ion Collision, when the biggest fragment temperature is out of equilibrium [13]. Fig. 4 shows a $\chi^{2}$ fit of the ratio of isotope yields for one hundred thousand replicas of ${ }^{76} \mathrm{Zn}+{ }^{40} \mathrm{Ar}$ and ${ }^{76} \mathrm{Zn}+{ }^{40} \mathrm{Ca}$ Heavy Ion Collisions using Latino Model, obtaining Isoscaling Parameters,


Fig 3.- Persistence attains an asymptotic limit value once the biggest fragment size (FM), as well as the logarithmic derivative of the kinetic energy transported by light fragments and the logarithmic derivative of the number of intermediate fragments are altogether stable. Central Collision $\mathrm{Zn}^{76}+\mathrm{Ar}^{40}$ with a projectile energy equal to 1600 MeV .
$\alpha=0.35$ and $\beta=-0.40$, in agreement with those experimentally reported by Liu et al. in [14].
III. Results

Applying an iterative algorithm that floats Fisher Law critical exponents, an estimator is obtained for the critical excitation that optimizes Fisher Law fitting using data from Heavy Ion Collisions simulations for distinct charge balances ( $\mathrm{N}-\mathrm{Z}$ ).


Fig. 4.- Best $\chi^{2}$ fit of the ratio of isotope yields for one hundred thousand replicas of ${ }^{76} \mathrm{Zn}+{ }^{40} \mathrm{Ar}$ and ${ }^{76} \mathrm{Zn}+{ }^{40} \mathrm{Ca}$ Heavy Ion Collisions using Latino Model


Fig 4.- Best $\chi^{2}$ fit of Fisher Law, when twenty thousand replicas were performed for $\mathrm{Zn}^{76}+\mathrm{Ca}^{40}$ collision using LATINO model.

This way, critical temperature estimates equal to 7.5 MeV for collision $\mathrm{Zn}^{76}+\mathrm{Ca}^{40}$ (Fig. 5) and 8.7 MeV for collision $\mathrm{Zn}^{76}+\mathrm{Ar}^{40}$, were obtained. These values are close to those obtained by Tapas Silk et al. [15], using as criticality signature the maximum of the constant volume heat capacity. And the difference between the critical temperatures hereby estimated comes out to be minimal, in agreement with the results reported by Souza et al. [5].

## IV. Conclusions

An iterative algorithm was developed to obtain computational evidence about the influence of the term (N-Z) on nuclear matter critical temperature, comparing estimates for collisions with distinct values of ( $\mathrm{N}-\mathrm{Z}$ ). The difference between the critical temperatures estimated was of about 1 MeV for collisions $\mathrm{Zn}^{76}+\mathrm{Ca}^{40}$ and $\mathrm{Zn}^{76}+\mathrm{Ar}^{40}$, in agreement with experimental and theoretical results recently reported about the minimal influence of isospin on nuclear matter critical temperature.
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#### Abstract

Scheduling in real-time is an important problem due to its role in practical applications. Among the scheduling algorithms proposed in the literature, static priority scheduling algorithms have less run-time scheduling overhead due to their logical simplicity. Rate monotonic scheduling is the first static priority algorithm proposed for real-time scheduling[1]. It has been extensively analyzed and heavily used in practice for its simplicity. One of the limitations of rate monotonic scheduling, as shown recently in [26], is that it incurs significant run-time overhead due to high preemptions. The main objective of this paper is to propose static priority scheduling algorithms with reduced preemptions. We present two frameworks, called off-line activation-adjusted scheduling (OAA) and adaptive activation-adjusted scheduling (AAA), from which many static priority scheduling algorithms can be derived by appropriately implementing the abstract components. The proposed algorithms reduce the number of unnecessary preemptions and hence: (i) increase processor utilization in realtime systems; (ii) reduce energy consumption when used in embedded systems; and (iii) increase tasks schedulability. We conducted a simulation study for selected algorithms derived from the frameworks and the results indicate that the algorithms reduce preemptions significantly. The appeal of our algorithms is that they generally achieve significant reduction in preemptions while retaining the simplicity of static priority algorithms intact.


Index Terms - Scheduling, rate monotonic, earliest deadline first, real-time systems, context switch, preemptions.

## I. INTRODUCTION

A. Background

Real-time scheduling is one of the active research areas for a long time since the seminal work of Liu and Layland[1], due to its practical importance. The field is getting renewed interest in recent times due to pervasiveness of embedded systems and advancement of technological innovations.

Real-time scheduling algorithms are generally preemptive. In operating systems' context, preemption incurs a cost and also has an effect on the design of the kernel[13]. Preemption involves activities such as processing interrupts, manipulating task queues, and performing context switch. This cost is significantly high if the system uses caches in single or multi-levels and cache memory is used in almost all systems today[3], [9], [17]. However, in real-time systems' context, the cost of preemption has been considered negligible and therefore assumed to be zero for a long time. As the availability of advanced architectures with multi-level caches and multi-level context switch (MLC)[10] is becoming increasingly common,
the continued use of the popular scheduling algorithms like rate monotonic (RM) will likely to experience cascading effect on preemptions. Such undesirable preemption related overhead may cause higher processor overhead in real-time systems, high energy consumption in embedded systems, and may make the task set infeasible[23]. This paper deals with the issue of preemptions in static priority scheduling for real-time systems.

## B. Motivation

In real-time systems' context, Rate Monotonic (RM) and Earliest Deadline First (EDF), introduced in [1], are widely studied and extensively analyzed[2], [26]. RM is a static priority based scheduling and EDF is dynamic priority based scheduling, and they are proved optimal in their respective classes[1].
Though EDF increases schedulability, RM is used for most practical applications. The reasons for favoring RM over EDF are based on the beliefs that RM is easier to implement, introduces less run-time overhead, easier to analyze, more predictable in overloaded conditions, and has less jitter in task execution. Recently, in [26], some of these claimed attractive properties of RM have been questioned for their validity. In addition, the author observes that most of these advantages of RM over EDF are either very slim or incorrect when the algorithms are compared with respect to their development from scratch rather than developing on the top of a generic priority based operating system kernels. Some recent operating systems provide such support for the developing user level schedulers[16].
One of the unattractive properties of RM observed in [26] is that, it experiences a large number of preemptions compared to EDF and therefore introduces high overhead. The preemption cost in a system is significant, as indicated earlier, if the system uses cache memories[3], [9], [12], [17]. As a matter of fact, most computer systems today use cache memory. This brought us to a basic question that, is it possible to reduce the preemptions in static priority scheduling algorithms in the realtime systems while retaining their simplicity intact. This paper attempts to answer this question.

## C. Contribution

In this paper, we present two frameworks, called off-line activation-adjusted scheduling (OAA) and adaptive activationadjusted scheduling (AAA), from which many static priority scheduling algorithms can be derived by appropriately
implementing the abstract components. Most of the algorithms derived from our frameworks reduce the number of unnecessary preemptions, and hence they:

- increase processor utilization in real-time systems;
- reduce energy consumption when used in embedded systems; and
- increase tasks schedulability.

We have listed possible implementations for the abstract components of the frameworks. There are two components, one is executed off-line and the other is to be invoked during runtime for the effective utilization of the CPU. These components are simple and add a little complexity to the traditional static priority scheduling, while reducing the preemptions significantly.
We conducted a simulation study for selected algorithms derived from the frameworks and the results indicate that some of the algorithms experience significantly less preemption compared to EDF and RM. The appeal of our algorithms is that they generally achieve significant reduction in preemptions, while retaining the simplicity of static priority algorithms intact.

## D. Related Works

The idea of delaying the activations of the tasks, from their default activation points - the beginning of the periods, have been explored in [7], [20] for specific objectives. In [7], it has been used to reduce the mean response time of soft tasks. The algorithm, referred as dual priority scheduling, uses three level priority queues - middle level priority queue for soft tasks and high and low priority queues for real-time tasks. In this algorithm, each real-time task is delayed in the low priority queue for a precomputed time called promotion delay. In [20], the delay time is used to reduce preemptions for restricted task set.
The approaches to reduce the number of preemptions in fixed priority scheduling have been presented in [14], [18], [19], [23]. In the approaches presented in [14], [18], [19], the tasks are assigned a threshold value in addition to their priorities such that they can be preempted only when other tasks have priorities higher than the threshold. This is similar in essence to dual priority system and requires simulating preemption threshold using mutexes - generally not desirable or not possible in all systems. In [23], an approach is presented based on an involved off-line analysis of preemption dependencies based on fixed execution times and can be effective if the actual execution times are same as the assumed execution times.
Static priority scheduling has been widely studied[1], [2], [6], [21], [22], [26], and preemptions related issues has been analyzed for real-time scheduling in [3], [10], [12], [14], [15], [18], [19], [24], [25], [26], and preemptions in static priority scheduling has been investigated in [8], [9], [14], [17], [23], [26].

## E. Organization

The rest of the paper is organized as follows: Section II presents the system model and problem statement. Section III
gives an overview of static priority scheduling algorithms. A framework for Off-Line Activation-Adjusted Scheduling Algorithms ( $O A A$ ) is presented first and then many $O A A$ algorithms have been derived and discussed in Section IV. Section V introduces a framework for Adaptive ActivationAdjusted Scheduling Algorithms and then shows the derivation and analysis of $A A A$ algorithms. A simulation study and the experimental results comparing RM and EDF with our algorithms is presented in Section VI. The paper is concluded in Section VII.
II. System Model And Problem Statement

This section introduces the task model and the notations used throughout the paper. Consider a single processor system with a set of $n$ periodic tasks. We introduce the following terminology.

- A periodic task $\tau_{i}$ is a triple $<T_{i}, C_{i}, P_{i}>$, where
$-T_{i}$ is the length of the period,
- $C_{i}$ is the worst case execution time (WCET), and - $P_{i}$ is the priority.
- A set of $n$ periodic tasks is called a task set and is denoted by $\Gamma=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n}\right)$. Without loss of generality, we assume that $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ are ordered by decreasing priority, so that $\tau_{l}$ is the highest priority task.
- The absolute periods for $\tau_{i}$ are: [0, $T_{i}$ ], $\left[T_{i}, 2 T_{i}\right],\left[2 T_{i}\right.$, $\left.3 T_{i}\right], \ldots$ The end of the periods $T_{i}, 2 T_{i}, \ldots$, are defined as absolute deadline for $\tau_{i}$ in the respective periods.
- We denote the absolute activation time for $\tau_{i}$ in the $k^{\text {th }}$ interval as $a_{i, k}$.
- $1 / T_{i}$ is defined as the request rate of the task $\tau_{i}$.
- The ratio $u_{i}=C_{i} / T_{i}$ is called the utilization factor of the task $\tau_{i}$ and represents the fraction of processor time to be used by that task.
We adopt the following assumptions from [1].
- All tasks are independent and preemptive.
- The priority of each task is fixed.

The problem is to design a scheduling algorithm that determines the task to be executed at a particular moment so that each task $\tau_{i}$ in the system complete its $k^{\text {th }}$ execution within its $k^{\text {th }} \operatorname{period}\left[(k-1) T_{i}, k T_{i}\right], \forall k=1,2,3, \ldots$.

## III. Static Priority Scheduling Algorithms

The basic idea behind static priority scheduling algorithms is simple, that:

- the priority of the tasks are assumed to be fixed through-out the execution,
- at any time, the scheduler selects the highest priority runnable-task for execution, and
- the selected task runs until either it completes its execution in that period or another task with priority higher than it is ready for run.
An implementation scheme for fixed priority schedulers is described in [5] as follows. The scheduler maintains essentially two queues: ready queue and wait queue. The ready queue contains the tasks which are ready to run and the wait queue
contains the tasks that have already run and are waiting for their next period to start again. The ready queue is ordered by priority and the wait queue is ordered by earliest start time.
When the scheduler is invoked, it examines the tasks in the wait queue to see if any task should be moved to the ready queue. Then it compares the head of the ready queue to current running task. If the priority of the task in the head of the ready queue is higher than the priority of current running task, then the scheduler invokes a context switch. The scheduler is invoked by an interrupt from either an external event or a timer.


## IV. OfF-LINE Activation-AdJusted Scheduling Algorithms

## A. Introduction

The motivation for our algorithm results mainly from a recent observation that the representative static priority algorithm RM incurs high preemptions compared to the popular dynamic priority algorithm EDF[26]. The objective of our algorithms is to reduce the number of preemptions, while retaining the runtime overhead low - an attractive property of static priority algorithms.
Preemption occurs when a higher priority task is activated during the execution of a lower priority task. A lower priority task would experience more preemptions as it stays longer in the ready queue. Therefore, to reduce the chance of the system experiencing high preemptions, it is necessary to reduce the life time of lower priority tasks in the ready queue. One way to reduce the life time of lower priority tasks is to delay the activation of higher priority tasks if possible to increase the chance for the lower priority tasks to utilize the CPU as much as they can. This is the basic idea behind our first class of algorithms. Here, the delay is computed off-line and incorporated in the periods to get adjusted-activations. We illustrate the idea using the following simple example.
Example 4.1: Consider a task set consisting of three tasks $\tau_{1}$, $\tau_{2}, \tau_{3}$ with $C_{1}=1, T_{1}=3, C_{2}=3, T_{2}=9, C_{3}=2, T_{3}=12$. For this task set, the schedule generated by RM has been shown in Fig. 1.
From Fig. 1, we observe four preemptions for the task $\tau_{2}$, and two preemptions for the task $\tau_{3}$, as they are preempted by $\tau_{1}$. In Fig. 1, the preemption points are indicated by P . The task $\tau_{I}$ will never experience preemption, because it has the highest priority and therefore can get the CPU without any interruption from other tasks.
Fig. 2 illustrates how the number of preemptions for $\tau_{3}$, the lowest priority task, can be reduced by delaying the activation of the tasks $\tau_{1}$ and $\tau_{2}$.
The delay times for $\tau_{1}$ and $\tau_{2}$ are computed using the equation 3 and they are 2 and 4 respectively. The tasks $\tau_{1}$ and $\tau_{2}$ are being delayed by their delay times and $\tau_{3}$ is activated immediately. From Fig. 2, we can observe that preemptions for $\tau_{3}$ have been reduced by one.


Fig. 1. Execution by RM
If the activation-adjustments are done only for a subset of tasks, then by varying the subset, many algorithms can be derived. Next we present the general framework for these algorithms.

## B. Framework

We consider the Off-line Activation-Adjusted Scheduling
(OAA) as a quadruple $<\Gamma, f_{A T}, A T, S^{\prime}>$, where
$\Gamma: \quad$ a task set of size $n$.
$f_{A T}$ : a function defined as follows. $f_{A T}(\Gamma)=\Pi$, where $\Pi$ is a subset of $\Gamma$ for which the activation times are to be adjusted.
AT: a set of pairs ( $N_{a, i}, a_{i, l}$ ), where $N_{a, i}$ is the next activation time and $a_{i, l}$ is the offset of activation adjustment of $\tau_{i}$. For every task $\tau_{i}$ in $\Pi$, the absolute activation time $a_{i, k}$ is computed as follows.

$$
\left\{\begin{array}{l}
a_{i, 1}=T_{i}-R_{i}  \tag{1}\\
a_{i, k}=a_{i, k-1}+T_{i}, \quad \forall k>1
\end{array}\right.
$$

where $R_{i}$ is the worst case response time of $\tau_{i} . R_{i}$ is calculated iteratively using the equation 3 .
For every task $\tau_{j}$ not in $\Pi$, the absolute activation time $a_{j, k}$ is

$$
\left\{\begin{array}{l}
a_{j, 1}=0  \tag{2}\\
a_{j, k}=a_{j, k-1}+T_{j}, \quad \forall j>1
\end{array}\right.
$$



Fig. 2. Altered execution by delaying the activations of $\tau_{1}$ and $\tau_{2}$
$S^{\prime}: \quad$ the scheduler. The scheduler component is a triple
$<W_{q}, R_{q}, S_{p}{ }^{\prime}>$, where
$W_{q}$ : a queue of tasks waiting to be activated, ordered by increasing absolute activation time.
$R_{q}$ : a queue of ready tasks, ordered by decreasing priority.
$S_{p}{ }^{\prime}$ : the scheduling policy. The scheduler $S^{\prime}$ can be invoked either by the completion of a task or by a timer expiry. When the scheduler $S^{\prime}$ is invoked, then

1) If the invocation of $S^{\prime}$ was by the completion of a task, then

* $S^{\prime}$ places the completed task in $W_{q}$ with next activation time set.

2) Else, if the invocation of $S^{\prime}$ was by timer interrupt, then

* If a running task is interrupted by the timer then $S^{\prime}$ places the interrupted task in $R_{q}$.

3) $S^{\prime}$ checks $W_{q}$ to see if any tasks are to be transferred from $W_{q}$ to $R_{q}$ and then transfers such tasks to $R_{q}$.
4) If $R_{q}$ is not empty, then

* Let $\tau_{i}$ be the task in the head of $R_{q}$, with priority $p . \quad S^{\prime}$ scans $W_{q}$ starting from the head and identifies the first task, say $\tau_{k}$, with priority greater than $p$.
* $S^{\prime}$ sets the timer to $\tau_{k}$ 's next activation time.
* $S^{\prime}$ schedules $\tau_{i}$ for execution.

5) $S^{\prime}$ waits for invocation.

Note: $W_{q}$ and $R_{q}$ may be implemented more efficiently, as mentioned in [26], by splitting them into several queues, one for each priority.
C. Computing $R_{i}$

The worst-case response time $R_{i}$ of the task $\tau_{i}$ can be computed iteratively using the following formula[26]:

$$
\left\{\begin{array}{l}
R_{i}(0)=C_{i}  \tag{3}\\
R_{i}(k)=C_{i}+\sum_{j \in h p(i)}\left\lceil\frac{R_{i}(k-1)}{T_{j}}\right\rceil C_{j}
\end{array}\right.
$$

where $h p(i)$ is the set of higher priority tasks than $\tau_{i}$ which causes interference for $\tau_{i}$ and hence preempting it [6]. The worst case response time of $\tau_{i}$ is given by the smallest value of $R_{i}(k)=$ $R_{i}(k-1)$.

## D. OAA Scheduling Algorithms

The crux of $O A A$ algorithms is in the implementations of $f_{A T}$ in the framework. From simple set theory, $f_{A T}$ can have $2^{\text {n }}$ possible implementations. We list only a few meaningful implementations below:

For a given task set $\Gamma$,

1) $f_{A T}(\Gamma)=\{ \}$
2) $f_{A T}(\Gamma)=\Gamma$
3) $f_{A T}(\Gamma)=\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{m}\right\}$, where $1 \leq m<n$

Next we present $O A A$ scheduling algorithms for RM assigned priorities.

## E. OAA-RM Scheduling Algorithms

RM is the most used scheduling algorithm for real-time applications because it is supported in most OS kernels[11]. The key component of RM scheduling is its priority assignment scheme. In RM, high frequency tasks are assumed to be of higher priority than low frequency tasks (that is, tasks with high activation rate get higher priorities and hence the name rate monotonic)
With RM assigned priority, many $O A A$ algorithms can be obtained by suitably choosing $f_{A T}$. We refer these algorithms as $O A A-R M$. The representative $O A A-R M$ algorithms are:
$O A A-R M 1: f_{A T}(\Gamma)=\{ \}$. This is same as RM.
$O A A-R M 2: f_{A T}(\Gamma)=\left\{\tau_{l}\right\}$. Only the highest priority task is delayed activation.

OAA-RM3: $f_{A T}(\Gamma)=\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{n / 2}\right\}$. The lower half of the task set is delayed activation.

OAA-RM4: $f_{A T}(г)=\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right\}$. Expect the lowest priority task, all other tasks are delayed activation.
$O A A-R M 5: f_{A T}(\Gamma)=г$. All the tasks are delayed activation.
We simulate $O A A-R M 3$ and compare with RM and EDF in the simulation study section.

## F. Analysis

Compared to traditional static priority algorithms, $O A A$ algorithms have additional off-line computation costs: computing $f_{A T}$ of the task set and generating the values of $A T$. This one-time cost may be justified by the reduction of run-time costs. OAA algorithms generally performs better than RM (as you can see in the simulation study section later) in terms of reducing preemptions, when the CPU utilization is high. We observed that the delayed activation often creates CPU idle time clusters. Allowing the potential tasks to utilize these idle time clusters might reduce the chance of task preemptions. We illustrate this using the task set considered in the Example 4.1.
Example 4.2: The task set consisting of three tasks $\tau_{1}, \tau_{2}, \tau_{3}$ with $C_{1}=1, T_{1}=3, C_{2}=3, T_{2}=9, C_{3}=2, T_{3}=12$, as in Example 4.1. Delaying the tasks $\tau_{1}$ and $\tau_{2}$, as shown in Fig. 2, reduces just one preemption. The key observation that we can make from Fig. 2 is that there are free CPU times from time instance $(t) 3$ to 4,9 to 11 , etc., even though the tasks $\tau_{1}$ and $\tau_{2}$ are ready for the execution at time instance $t=3$ and 9 . Allowing the tasks to utilize such free times by adaptively relaxing the delayed activation might reduce the contention for CPU and hence reduce preemptions. This is shown in Fig. 3.

By comparing Fig. 1 and Fig. 3, we can see that the number of preemptions has been reduced for the task $\tau_{2}$ from 4 to 2 , the task $\tau_{3}$ from 2 to 0 , and the overall preemptions from 6 to 2 . This


Fig. 3. Execution by Adaptive Delay
is the motivation for our second class of algorithms called adaptive activation-delayed scheduling algorithms.

## V. AdAptive Activation-AdJusted Scheduling Algorithms

## A. Introduction

The basic idea behind adaptive activation-adjusted scheduling algorithms is that the activation of the tasks are delayed only when needed. For the sake of simplicity in implementation, the algorithm delays the activations of all tasks to their adjustedactivation times and then wisely revokes the delays of some tasks to utilize the free CPU. The algorithm is same as $O A A$ if the CPU is always busy. When the CPU becomes free, that is when $R_{q}$ is empty, then the scheduler looks at $W_{q}$ to look for an eligible task to schedule.
Definition 5.1: Assume that a task $\tau_{i}$ has completed its $k^{\text {th }}$ execution and it is waiting in $W_{q}$ for its next execution. The task $\tau_{i}$ is eligible for its next execution at time $t$, if $t \geq k T_{i}$.
Next we present the framework incorporating this idea.

## B. Framework

We consider the Adaptive Activation-Adjusted Scheduling
( $A A A$ ) as a quadruple $<\Gamma, f_{A T}, A T, S^{\prime \prime}>$, where
$\Gamma$ : a task set of size $n$.
$f_{A T}$ : a function defined as follows. $f_{A T}(\Gamma)=\Pi$, where $\Pi$ is a a subset of $\Gamma$ for which the activation times are to be adjusted.
$A T$ : a set of pairs $\left(N_{a, i}, a_{i, l}\right)$, where $N_{a, i}$ is the next activation time and $a_{i, l}$ is the offset of activation adjustment of $\tau_{i}$. For every task $\tau_{i}$ in $\Pi$, the absolute activation time $a_{i, k}$ is computed as stated in OAA.
$S^{\prime \prime}:$ the scheduler. The scheduler component is a quadruple $<W_{q}, A_{p}, R_{q}, S_{p}{ }^{\prime \prime}>$, where
$W_{q}:$ a queue of tasks waiting to be activated, ordered by increasing absolute activation time.
$R_{q}$ : a queue of ready tasks, ordered by decreasing priority.
$A_{p}$ : a policy to select an eligible task from $W_{q}$ to transfer to $R_{q}$. It returns either the id of first eligible task or the id of a task which will become eligible in the nearest future.
$S_{p}{ }^{\prime \prime}$ : the scheduling policy. The scheduler $S^{\prime \prime}$ can be invoked either by the completion of a task or by a
timer expiry. When the scheduler $S^{\prime \prime}$ is invoked, then

1) If the invocation of $S^{\prime \prime}$ was by the completion of a task, then

* $S^{\prime \prime}$ places the completed task in $W_{q}$ with next activation time set.

2) Else, If the invocation of $S^{\prime \prime}$ was by timer interrupt, then

* If a running task is interrupted by the timer then $S^{\prime \prime}$ places the interrupted task in $R_{q}$.

3) $S^{\prime \prime}$ checks $W_{q}$ to see if any tasks are to be transferred from $W_{q}$ to $R_{q}$ and then transfers such tasks to $R_{q}$.
4) If $R_{q}$ is not empty, then

* Let $\tau_{i}$ be the task in the head of $R_{q}$, with priority $p$. $\quad S^{\prime \prime}$ scans $W_{q}$ starting from the head and identifies the first task, say $\tau_{k}$, with priority greater than $p$.
* $S^{\prime \prime}$ sets the timer to $\tau_{k}$ 's next activation time.
* $S^{\prime \prime}$ schedules $\tau_{i}$ for execution.

5) $\mathrm{Else}^{1}$,

* $S^{\prime \prime}$ calls $A_{p}$, and let $A_{p}$ returns $\tau_{k}$ and $t$ be the current time.
* If $N_{a, k}-a_{k, 1} \geq t$, then
. $S^{\prime \prime}$ transfers $\tau_{k}$ from $W_{q}$ to $R_{q}$.
. go to step 4.
* Else,
. $S^{\prime \prime}$ sets the timer to $\min \left(\right.$ timer, $\left.N_{a, k}-a_{k, l}\right)$.

6) $S^{\prime \prime}$ waits for invocation.
C. AAA Scheduling Algorithms

We can derive many $A A A$ algorithms by suitably implementing $A_{p}$ and $f_{A T}$ from the framework. We have listed the selection choices for $f_{A T}$ in section IV-D. Here we list some choices for $A_{p}$.

We assume that the task search for $A_{p}$ starts from the head of the $W_{q}$ and returns a task which will be eligible in the nearest future ${ }^{2}$ satisfying the following criteria:

AP1: The first task in $W_{q}$.
$A P 2$ : The lowest priority task in $W_{q}$.
$A P 3$ : The highest priority task in $W_{q}$.
AP4: The first lowest priority task in $W_{q}$.
AP5: The first highest priority task in $W_{q}$.
AP6: The task with minimum $C_{i}$ in $W_{q}$.
AP7: The task with maximum $C_{i}$ in $W_{q}$.

[^17]$A P 8$ : The task with best-fit ${ }^{3} C_{i}$ in $W_{q}$.
Next we present $A A A-R M$ algorithms.

## D. AAA-RM Scheduling Algorithms

With RM assigned priority, many $A A A$ algorithms can be obtained by suitably choosing $f_{A T}$ and $A_{p}$. Some of the algorithms are as follows.

AAA-RM1: $f_{A T}(г)=\left\{\tau_{1}, \tau_{2}, \ldots ., \tau_{n / 2}\right\}$ and $A_{p}=A P 1$.
AAA-RM2: $f_{A T}(г)=\left\{\tau_{1}, \tau_{2}, \ldots . ., \tau_{n-1}\right\}$ and $A_{p}=A P 1$
AAA-RM3: $f_{A T}(г)=\left\{\tau_{1}, \tau_{2}, \ldots . ., \tau_{n / 2}\right\}$ and $A_{p}=A P 2$.
$A A A-R M 4: f_{A T}(г)=г$ and $A_{p}=A P 1$.
$A A A-R M 5: f_{A T}(г)=г$ and $A_{p}=A P 2$.
AAA-RM6: $f_{A T}(г)=\{ \}$ and $A_{p}=A P 1$. This behaves the same way as RM.

We simulate $A A A-R M 4$ to compare with RM and EDF.

## E. Analysis

When compared with static priority algorithms, our $A A A$ algorithm has an extra run-time step (step 5 in the framework) in addition to the offline-computation of $f_{A T}$. Note that the step 5 in the framework (and hence in the algorithm) will be executed only when $R_{q}$ is empty. That is, step 5 consumes only the free CPU which otherwise would have been wasted. But the benefit gained in preemption reduction due to step 5 is significant, as witnessed in the simulation study.

## VI. Simulation Study

For our simulation, we built and used a Java based discrete event simulator to simulate the algorithms. We are interested in studying the cost involved in context switches, success ratio and average number of deadline misses.
Context Switch is an activity of switching the CPU from one task to another task. This activity generally involves a nonzero cost and varies from system to system, based on so many factors such as cache usage, scheduler complexity, context size, etc. However, for most analysis in the real-time systems, it is assumed as either zero or fixed. Also, the cost varies depending upon the reason for the occurrence of context switch: completion of the current task or request from a higher priority task.

## A.. Terminology

Definition 6.1: If the context switch occurs due to task completion then the cost is loading/restoring the context of the new task. We call this cost as task-switching cost
Definition 6.2: If the context switch occurs due to an interrupt from a higher priority task then the cost is saving the context of the current task and loading/restoring the context of the new

[^18]task. We call this cost as preemption cost.
We assume that this cost is constant for a task set and varies from $0 \%$ to $25 \%$ of the mean worst case computation times of the task set.
Definition 6.3: The average context switch cost is the average of task-switching cost and preemption cost.
Definition 6.4: The ratio of the number of feasible task sets to the total number of task sets is called success ratio.
Definition 6.5: Hyperperiod of a task set is defined as the smallest interval of time after which the schedule repeats itself and is equal to the least common multiple of the task periods [26].

Since the schedule repeat itself after the hyperperiod, our simulations are run for the first hyperperiod. We denote the utilization of the task set by $U$ and the number of task sets to be generated by $N$.

## B. Experimental Setup

The period and the worst case computation time for each task are generated using uniform distribution. Task sets with larger LCM are rejected.
We conducted four experiments. The parameters for the experiments are as follows.
Experiment 1 uses the following setup similar to the one used in [23].

- The LCM for each task set is randomized between 10 to 20 times of $n$ where $n$ is the number of tasks in the task set.
- Task periods $T_{i}$ for each $\tau_{i}$ are randomized in the interval $\left[\frac{L C M}{n}, L C M\right]$.
- Computation time $C_{i}$ for each task $\tau_{i}$ is generated for a given utilization $U$.
- The values are averaged for 50 task sets.

Experiment 2, 3, and 4 uses the following setup similar to one used in [24].

- Task periods $T_{i}$ for each task $\tau_{i}$ are generated uniformly in the range [ $10 \mathrm{~ms}, 100 \mathrm{~ms}$ ].
- An initial utilization $u_{i}$ for each task $\tau_{i}$ is uniformly assigned in the range [0.05, 0.5].
- Computation times $C_{i}$ for each task $\tau_{i}$ is set to $u_{i} T_{i}$.
- The values are averages for 100 task sets.
C. Experiments and Result Analysis

In this section we present our simulation results and observations.

Experiment 6.1: In this experiment, we compare the behavior of OAA-RM3 and AAA-RM4 with RM, and EDF for the total number of preemptions as a function of utilization $U$.

Observation 6.1: We observe from Fig. 4 that RM, EDF and OAA-RM3 almost have same number of preemptions at lower utilization. The number of preemptions starts to diverge as the utilization increases, because the lower priority tasks are frequently preempted by higher priority tasks. Preemptions in


Fig. 4. Number of Preemptions vs. Utilization
RM is the highest and the preemptions in $A A A-R M 4$ is the lowest. In fact, $A A A-R M 4$ experiences almost no preemptions until 0.7 utilization and a very few preemptions after 0.7 utilization. EDF outperforms RM and OAA-RM3 performs generally better than both RM and EDF.

In OAA-RM3 the preemptions are reduced because the activation times for higher priority tasks are delayed and the lower priority tasks are activated immediately. This allows lower priority tasks to complete their executions with less interference. Further reduction in preemptions in $A A A-R M 4$ is due to the effective utilization of free CPU.

Experiment 6.2: In this experiment, we compare the behavior of $A A A-R M 4$ with RM and EDF for the number of preemptions as a function of number of tasks $n$, by fixing the utilization to $U$ $=80 \%$.

Observation 6.2: From Fig. 5 we see that for smaller number of tasks, the number of preemption increases. Then the preemption decreases for the larger number of tasks for RM, EDF, and $A A A-R M 4$. This can be explained as follows. For smaller number of tasks, the chances for a task to be preempted increase with an increase in the number of tasks in the system. As the number of tasks gets higher, the task computation times get smaller on average, to keep the processor utilization constant. Hence chances for a lower priority task to be preempted have been reduced.

Experiment 6.3: In this experiment, we study the behavior of RM, EDF, and $A A A-R M 4$ for success ratio as function of total average context switch cost.

Observation 6.3: From Fig. 6 we observe that as the total average context switch cost increases from $5 \%$ to $25 \%$, the success ratio drops for RM, EDF, and $A A A-R M 4$. This is due to the fact that an increase in the total average context switch cost becomes significant and accounts for undesired higher processor utilization, making the task set unschedulable. For $A A A-R M 4$ success ratio drops gradually and is always higher than RM and EDF because of less preemptions. This reduction in preemptions allows more task sets to be schedulable.

Experiment 6.4: In this experiment, we compare the average number of deadline misses for RM, EDF, and $A A A-R M 4$ as a
function of total average context switch cost.


Fig. 5. Number of Preemptions vs. Number of Tasks


Fig. 6. Success Ratio vs. Total Average Context Switch Cost


Fig. 7. Average Number of Deadline Misses vs. Total Average Context Switch Cost
Observation 6.4: We see that average number of deadline misses for RM, EDF, $A A A-R M 4$ from Fig. 7 increases with the increase in percentage of total average context switch cost. In case of $A A A-R M 4$, the average number of deadline misses is less compared to RM and EDF. The achieved reduction in deadline misses is due to reduced preemptions.

## VII. CONCLUSION

In this paper we introduced two frameworks for static priority scheduling algorithms. Many algorithms, including variations to rate monotonic, can be derived from the frameworks with varying characteristics. Although the static priority scheduling algorithm rate monotonic has been widely used in practice due to its many attractive properties, its runtime overhead has been
observed as a limitation[26]. Many algorithms derived from our frameworks alleviate this limitation while retaining the simplicity of the original algorithm intact. We conducted a simulation study on the variations of RM derived from our frameworks and the results indicate that our algorithms reduce preemptions significantly compared to RM and EDF.
There are many directions for further study. Some of them are:

- Schedulability analysis and other theoretical analysis for the algorithms derived in the frameworks can be explored.
- In our simulations, the algorithms assume that all tasks use their worst case computation time (WCET). The algorithms can be studied by relaxing this assumption. That is, study of the algorithms when actual computation time is less than WCET.
- Extending the algorithms for multiprocessor systems and embedded systems.
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Cassmassi's model, 345, 346
CGI, 325, 330, 373
Character recognition, 141-147
Charge balance, 419-423
Chemical reactors, 339-344
Client-server, 330
Cluster-based mining, 197-200
Clustering technique, 165-169
Clustering, 197, 198, 209-212
CMOA, 387, 389-390, 393
Coalesced QoS, 359-360
Code persistence, 39-46
Collaboration-based designs, 113-116
Color Coherence Vectors, 69
Color Correlogram, 69
Color recognition, 107-111
Combinational auctions, 387-394
Combinational muti-attribute auction, 387-394
Communication control, 255-256
Communication models, 251-256
Component assembly, 257, 263
Component based development, 257
Component metrics, 258-260
Composite structures, 229
Composition linear control, 339-344
Conceptual model, 384
Connectionist learning, 318
Contamination, 345-351
Content adaptation framework, 297, 298
Content based, 69-76
Content Proxy Interface, 300, 301, 302
Context switch, 248, 425, 430, 431
Control process, 171-176
Control system, 291-296
Convergence coefficients, 405-406
Cookies, 371
Cooperative information systems, 309-316
CORBA Component Model, 257, 260
CREW, 17
Critical temperature, 419-423
CRM, 265
Cryptographic policy, 377

Data acquisition, 293
Data collection, 150
Data flow diagrams, 250, 334
Data loss rate, 305-307
Data mining, 197, 200, 202, 346
Data structures, 70, 138, 384
Data transfer, 252, 253, 254
Data warehouse, 202, 351, 383
Database modeling, 272-273
Database system, 271-275
DBMS, 271, 311
Decision Support systems, 201, 318, 346
Decoding color code, 107, 110
Decoupling method, 113-116
Dendrogram, 198, 199
Development anomalies, 245-246, 249
Development Lifecycle, 221, 366
Development methodologies, 325-331
DHCP, 122
Digital Signal Processing, 403
Direct X, 258, 372
Distributed code synthesis, 39
Distributed computation model, 330
Distributed programming, 39-46
DMA, 251, 253, 255, 408
DRAM, 305
DSP controller, 407
DSS, 201-204, 346
Dynamic game theory, 213-218
Dynamic metrics, 257, 258, 259-260, 263
Dynamic pricing algorithm, 149-155
Dynamic semantics, 138
e-Auction, 387-394
E-commerce, 149-155
E-market, 203, 204
EAI technology framework, $5-10$
Earliest deadline first, 425
Elastic tile Display, 3
Elastic windows, 3
Embedded systems, 333, 425
Encoding, 77-82, 108, 110
Enterprise applications, 39
Entity relationship diagrams, 250
ERP (enterprise resource plan), 155
Ethnography, 413
Extra-Grids, 122
face-tracking, 236
Feed-forward networks, 319
Feedback, 235
FHW decision model, 267

FOXI, 229-233
FreeBSD, 253
Fuzzy algorithm, 11-16
Fuzzy logic, 355-356

Gas dynamics, 420
Genetic algorithms, 280-281
Genetic markers, 200
GIF, 373
GIS queries, 271-275
GIS, 187, 271, 273
Glue code, 39-46
GPS, 107, 271
Greenhouse, 291-296
Grid computing, 33-38
GUI, 48, 224, 327

Hand-written character recognition, 141-147
Hands-free computing, 236-237
HBE, 285, 286, 287
Head related impulse responses, 131-136
Heat exchange, 340
Hierarchical structure visualization, 229-233
Hierarchy caching, 231-232
High-speed interfaces, 251-256
Hill-climbing strategies, 280
HTML, 208, 325, 330, 373
Huffman codes, 17-23
Human-centered user-interfaces, 353
Human computer interaction, 235-242
Hybrid systems, 318, 320
Hyperbook, 193-195
Hypermedia, 325-331
Hypothetical search process, 277

I/O devices, 254
Identity authentication, 378
Image processing, 235
Image retrieval, 69-76
Information processing, 383-386
Information Technology, 366, 397
Inheritance, 259, 263, 292
Integral projections, 236, 237
Integral proportional control, 339
Integrated development environment, 197
Integrated system, 317-323
Intelligent analysis, 345-351
Inter-cluster link, 33, 34, 35, 36
Interference canceling, 403
Intra-Grids, 120, 122
IO management, 254
Iterative algorithm, 419, 420

J2EE, 40, 207
Java3d, 206
JavaBeans, 208, 257
JPEG, 69

Kernel-less operating system, 425, 428
Key vectors extraction, 97-100
Knowledge Data Discovery, 345
Knowledge management, 101-105, 393

Layered abduction, 141-146
Learning curve, 39, 232, 407
Least laxity first, 13
Life cycle model, 325-331
Limited display size, 229
Linear Programming, 388, 390, 391
Linux, 137, 138, 253
Living Systems Theory, 309-316
Local Proxy Interface, 300, 302
Location and tracking, 371, 417
Location service, 119-122
Loop control, 339

MAC, 292, 378
MACAM, 345, 346, 349
Macroeconomic policy problem, 213-218
Made-to-measure system, 205-208
Mafteah method, 365-369
Maintainability, 412
Mapping metamodel, 221, 224
Mapping Modeling Tool, 219
Markov model, 371-375
Marshalling, 40
Mass exchange, 73, 207, 421
Mathematical model, 179-182, 319
Mathematical processes, 397
MATLAB, 390, 391, 403, 406
Memory hierarchies, 305-307
Memory management, 253
Metadata management, 297-304
Metadata Repository, 299, 302
Metadata, 102, 104, 193-195, 285, 297-304, 331, 383-386
Microarray data, 197-200
Mobile Agent, 201, 202, 203
Mobile location algorithm, 165-169
Mobile location, 168
Model driven engineering, 219-227
Model for anomalies, 243-250
Modeling metadata, 193-195
Monetary union, 213-218

Monitoring, 291-296, 346
Monotonic algorithm, 425
Morphosyntactical analysis, 283, 284
Morphosyntactical complementary structure, 283-290
Motif Cooccurrence Matrix, 69
Motif scan, 69-76
MPEG-4, 77-82
Multi-agent systems, 186, 201
Multi-attribute auction, 387-394
Multimedia content, 25-31, 297-304
Multimedia, 25-31, 297-304, 328, 331
Mutation, 280

Nash equilibrium, 213, 215, 216
.NET, 257, 400
Network communication, 39, 205
Neural networks, 319
Next performant implementations, 251-256
NLoS environments, 165-169
Noise cancellation, 403-408
Non visual interfaces, 125-130
Nonparametric classification, 97, 98
Nuclear caloric curve, 419
Nuclear matter, 419-423
Nuclear power plant, 1-3

Object oriented, 40, 42, 46, 355
Objective function, 168, 215, 391
Offline activation-adjusted scheduling, 425-432
Online market, 149
Ontology, 48, 101, 383, 385
Open DSS model, 201-204
OpenGL, 206
OPTGAME, 213
Optical character recognition, 206
Optimal control, 213-218
Optimization, 209, 211, 322
Outsourcing, 265-269, 366

Parallel implementation, 77-82
Parallel system algorithm, 404-406, 408
Parallel systems, 403-408
Parser, 48, 140
Pattern analysis, 348
Pattern recognition, 2, 97, 98, 402
PDM (Product data relationship management), 335
Peer-to-peer, 34, 244, 313, 378
Persistent programming transformations, 41
Pervasive computing, 297

Pervasive environment, 297-304
Pervasive grid, 119-122
PLC process, 171-176
Pollution, 345
Polynomial fitting, 419
Portal oriented integration, 149, 150
PORTS, 253
Pragmatic approach, 89-96
Predict next access, 371-375
Predictive pattern, 348
Preemptions, 425, 426, 427, 430
Preemptive scheduler, 425
Pricing strategy, 153, 155
Prioritization, 265-269
Privacy, 247, 377
Process dynamics, 319
Prolog, 48, 354
Proxy sequence approximation, 298, 300

QoS, 359, 360
Quadrant motif scan, 69-76
Qualitative analysis, 251-256
Query by example, 72

R-cloud classifiers, 97-100
Rate monotonic, 425, 428
RDBMS, 330
RDXML, 102-103
Real-time systems, 425-432
Reed-solomon algorithm, 107-111
Relation semantics, 47-52
Relationship management methodology, 325
Remote monitoring, 291-296
Representativeness of information, 289
Reputation, 359-364
Requirements analysis, 411-417
Requirements management, 416
Resource Descriptor Framework, 104
Resource editor, 153
Resource management, 105, 185, 202, 203
Reverse engineering, 333-338
Reversers, 137-140
RFID, 107, 122
RSEP, 48, 51
Runtime support, 157-162

Satellite network, 53, 272
Scheduling algorithms, 425-432
Scheduling anomalies, 249
Scheduling, 11-16, 425-432
Schema matching, 219-227

Search engines, 150, 248
Security anomalies, 246, 248, 249
Self-evolving software, 157-162
Semantic description, 25-31
Semantic distance, 220
Semantic web, 101-105
Service call, 361, 362, 363
Service oriented integration, 316
Service selection, 359-364
Servlets, 292, 293
Similarity retrieval model, 53-60
Smart card, 377-380
SOAP, 300-301, 359
Sociology, 185, 186, 189
Software engineering, 243-250
Software requirements specification, 414
Spectral fractal dimension, 397
Spiral web, 54-56, 58
State-transition, 249
Static priority scheduling, 425, 426-427
Stochastic scheduling, 372
Strategic analysis, 150
Suite of metrics, 257-264
Supervised learning, 353, 356, 357
Sustainable development, 185-190
Syntactic description, 138, 284
System architecture, 41, 314

Taylor series, 168
TCP, 40, 247, 251
TCP/IP, 37, 247, 251, 291
Technical systems, 353-357
Technological changes, 393
Telecommunication network, 211
Test plan, 104, 416
Thieul experiment, 188
Timing diagram, 36, 248
TINI, 291-295
Topology, 33
Training patterns, 97
Trust, 359-364

UML, 40, 219, 224, 225, 292, 393

Virtual organization, 309-316
Virtual structure description, 286
Visual C++, 139, 260, 333
Visual encoding, 354
VRML, 206

W3C, 105
Water treatment plant, 339

Waterfall model, 326, 328, 331
Web-based hypermedia, 325-331
Web browsing, 283
Web crawlers, 104, 149, 150
Web log, 371
Web mining, 83-88
Web ontology language, 50, 101
Web Services, 102, 105, 359

Web usage mining, 371-375
Wireless communication, 108, 165
Wizard pattern, 61-68
WSDL, 359, 360, 363
WWW, 283, 284, 285, 286, 327, 331

XML, 102, 103, 207, 302


[^0]:    ${ }^{1}$ Minimum fuzzy laxity first
    ${ }^{2}$ Minimum fuzzy deadline first

[^1]:    ${ }^{1}$ W3C (World Wide Web Consortium) is a group that develops interoperable technologies (specifications, guidelines, software, and tools).
    http://www.w3.org/

[^2]:    ${ }^{2}$ Source: OWL-S: Semantic markup for web services [9]

[^3]:    ${ }^{3} \mathrm{http}: / / \mathrm{www} . l o c . g o v /$ standards/iso639-2/
    ${ }^{4} \mathrm{http}$ ://www.daml.org/services/owl-s/1.1/ActorDefault.owl

[^4]:    $T 1 \mathrm{mpl}=\mathrm{I}$;
    $T 2 m p 2=I 2$;
    try \{
    parameter_list.add(mp1);
    WriteEntry cweT = new WriteEntry(ServerID, ClientID, ProcessID, parameter_list);
    space.write(cweT, null, 10000);
    ReadEntry creT = new ReadEntry(ServerID, ClientID, ProcessID, null);
    ReadEntry cre $=($ ReadEntry ) space.take(creT, null,10000),
    \} catch (Exception e) \{e.printStackTrace(); return;\}
    try \{
    parameter_list.add(mpl);
    WriteEntry cweT $=$ new WriteEntry(ServerID, ClientID,

[^5]:    ${ }^{1}$ Sometimes used as a finder pattern [2].

[^6]:    ${ }_{3}^{2}$ Any single-symbol (one-byte here) random error can be corrected.
    ${ }^{3}$ Any two-symbol erasures can be corrected.

[^7]:    ${ }^{1}$ It turns out that free_uid(), although capable of performing other actions as well, in this case has the sole effect of atomic_dec ().

[^8]:    ${ }^{1}$ Note that this fact that this makes the n in [1.8] smaller than the amount of variables in P. A very restrictive hill-climbing strategy would therefore not result in an optimum search process, but rather in a sequence of many suboptimal search processes carried out one at a time.

[^9]:    ${ }^{1}$ any of these special characteristics: heterogeneous, very large, dynamical,

[^10]:    ${ }^{\dagger}$ Work made by Scientific and Industrial Instrumentation Group, Universidad Nacional de Colombia sede Medellín
    ${ }^{1}$ e-mail: namontoy@unalmed.edu.co
    ${ }^{2}$ e-mail: lpgirald@unalmed.edu.co
    ${ }^{3}$ e-mail: daristiz@unalmed.edu.co
    ${ }^{4}$ e-mail: amontoya@unalmed.edu.co

[^11]:    ${ }^{1}$ Distributed Content Adaptation Framework
    ${ }^{2}$ Laboratoire d'Informatique en Images et Systèmes d'Information
    ${ }^{3}$ Adaptation in Distributed Multimedia IT Systems

[^12]:    * Corresponding address e-mail: wdyu@dhu.edu.cn

[^13]:    HCUI: $\underline{H} u m a n-\underline{C}$ entered User Interface ${ }^{1}$

[^14]:    ${ }^{1}$ ) Not mentioned here are the training modules, because there are not considered relevant in the current comparison.

[^15]:    ${ }^{i}$ ) Mafteah and MethodA are registered trademarks.
    ${ }^{\text {ii ii }}$ ) Capability Maturity Model and CMM are registered trademarks in the U.S. Patent and Trademark Office

[^16]:    ${ }^{1}$ This work has been supported by the National Office for Research and Technology, IKTA ref. No.: 00101/2003

[^17]:    ${ }^{1}$ This is extra component over traditional static priority algorithms and therefore highlighted in bold face.
    ${ }^{2}$ A task which is eligible now is also eligible in the nearest future.

[^18]:    ${ }^{3}$ The maximum $C_{i}$ less than the remaining timer value.

